MATLAB EXPO 2018

Master Class:
Deep Learning for Signals

Abhijit Bhattacharjee
Senior Application Engineer
MathWorks




Workspace

Name = Value

<

Current Folder

®  Commal

< Hal « audio-classificatic

Name
(K] e

(=l Function

"’E] audioTimer.m

{a classifyAudio.m

fﬂ helperscatfeatures.m
= MAT-file

Bﬂ audioDemoData.mat
= MD File

| ] README.md

Git

4

AudioClassifier.mlapp (App)

e |
-
|

?l: Music Genre Classifier

Record Sound Choose Sound

Recording Device  Frmary Sound Caplure E ndows DireciSo

5

Sound Aplitude

0.15 T

0.1

0.05

Amplitude

-0.05

-0.15 .
0

Time (seconds)

Status: Recording...

Prediction: (none)

10

15

kation

udio-classification-App\... ® X

ed in the following arese

8 are rock.




Original Male Speech
T T T

Frequency (kHz)

Male Spectrogram {Actual)

600

Time (ms)

Original Female Speech
T T T

Frequency (kHz)

MATLAB EXPO 2018

Time (ms)

w
T
)
=
=
2
o
g
=3
8
=
o

Powerfrequency (dBiHz)

Speech Mix
T

Frequency (kHz)

Freguency (kHz)

Estimated Male Speech (Binary Mask)
T T T T

4\ MathWorks

100

Male Spectrogram (Estimated - Binary Mask)

Time (s)

Time (ms)

Female Speech (Binary Mask)
T T T T

1.5

-

=
o

(=1

100

Time (ms)

Power/frequency [dBHz)

Powerfrequency ([dB/Hz)



L] Find Files
[1=| Compare =

(= Print -

)
LA GoTo =
-___‘F[nd -

R
ANMIGATE

Ingert i ri| -

Comment Yo k% 4

EDHT

X W

Run Section

Breakpaints Fause Run and Advance Run and
- - Advance Time
BREAKPOINTS RUM

¥ D » jobarchive & Bdso k 2018 (4 28 h09m51s59 icb861005 pass » matlab ¥ toolbox » audio k audiodemos b

F

File Tools Wiew

Playback Help

DOAEstimat ) - |3:| . § bﬁ | j E L&] :

EffectsExam
iencyRespo
TimerExampi

banddynamis
erExample.
berationCo
]
tingdemao.
arfilterdesign
wtificationExd
1alizationExaf
icEqualizerGE
lorrmalizatio
eBeamform g
dFilterExamy

:

=M 0.m
derMATLAB i
ntificaticnExjiEs
oisingExam S
erAuclioP lugls
redAudioPlufi

ch.rmat

rceseparatiol Processing

.mat

nat
TestingFeatures.mat
TrainingFeatures.mat
npulseResponse.mat
1.mat

oo rmD
204 MB
37T3KB
1.78 MB
438 KB
204 ME

b LW Tl s ]

vl 4 DenoisingMet

- nE
E )
Audio Output
1=
Enable Moise
Gate
Attack Time

Release Time

Threshold

Reset

Offset=2 083 (minz) |T=129.096 L

IO ST TS =
27/10/2010 00:18 Command Window

0111/2007 1%:52

:'1.-"] 1,-":-.'[:'1? 10:52 speachDenoisingReal cimedpp
02/11/2016 20:36 13

2710/2010 00:13

Tl o e Tar Fa st

Clean

Noisy

Denoised

4

4

Pause Simulation

Stop Simulation

0.5

03

-35

Works

Mame

- ans

| & mis:
ot



Agenda

MATLAB EXPO 2018

Why deep learning?

Deep learning with signal data

(Demo) Speech Command Recognition

(Demo) LSTM Networks

Enabling Features in MATLAB

Deploying deep learning
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What is Deep Learning?
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Deep learning is a type of machine learning in which a model learns to
perform tasks directly from image, time-series or text data.

Deep learning is usually implemented using a neural network architecture.

N ANA

O RN AR KD
Input Output

MATLAB EXPO 2018



What is Deep Learning?
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« Subset of machine learning with automatic feature extraction
— Can learn features directly from data

— More Data = better model

Machine
Learning

Deep
Learning
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Deep Learning

CONVOLUTIONAL NEURAL NETWORK (CNN)
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Image Example: Object recognition using deep learning
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Signals Example: Analyzing signal data using deep learning
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Deep Learning Workflow
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How Does a Convolutional Neural Network Work?
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Speech Command Recognition

Using Convolutional Neural Networks
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Example: Speech Command Recognition Using Deep

Learning
CNN Network for Audio Classificatiof R2018b
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Speech Command Recognition Using Deep Learning

This example shows how to train a simple deep learning model that detects the presence of speech commands in audio. The example uses the Speech Commands Dataset [1] to
train a convolutional neural network to recognize a given set of commands.

To run the example, you must first download the data set. If you do not want to download the data set or train the netwaork, then you can load a pretrained network by opening this
example in MATLAB® and typing load( 'commandiet.mat') at the command line. After loading the network, go directly to the last section of this example, Defect Commands
Using Streaming Audio from Microphone.

Load Speech Commands Data Set

Download the data set from hitp://download.tensorflow. org/data/speech_commands_v0.01.tar.gz and extract the downloaded file. Set datafolder to the location of the data. Use
audioDatastore to create a datastore that contains the file names and the corresponding labels. Use the folder names as the label source. Specify the read method to read the
entire audio file. Create a copy of the datastore for later use. datafolder = fullfile(tempdir.'speech_commands_v0.01");

datatolder = fullfile('..", 'Dataset’);

ads = audioDatastore(datafolder,
"IncludeSubfolders®,true,
"FileExtensions', ".wav"',
"LabelSource’, 'foldernames’)

ads =
audioDatastore with properties:

Files: {
L 42817-11 - CHH demo\Dataset'_background_noise ‘\doing_the_dishes.wav';
LW 2817-11 - CHW demo‘\Dataset'_background_noise ‘\dude_miaowing.wav';
' L. %2817-11 - CMN demo‘\Dataset'_background_nolse_‘exercise_bike.wav'
. and 64724 more
s
Labels: [_background_noise_; _background_noise_; _background_noise_ ... and 64724 more categorical]

Choose Words to Recognize

Specify the words that you want your model to recognize as commands. Label all words that are not commands as unknown. Labeling words that are not commands as unknown
creates a group of words that approximates the distribution of all words other than the commands. The networks uses this group to learn the difference between commands and
all other words.

To reduce the class imbalance between the known and unknown words and speed up processing, only include a fraction includeFraction of the unknown words in the training
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Choose Words to Recognize

Specify the words that you want your model to recognize as commands. Label all words that are not commands as unknown. Labeling words that are not commands as unknown
creates a group of words that approximates the distribution of all words other than the commands. The networks uses this group to learn the difference between commands and
all other words.

To reduce the class imbalance between the known and unknown words and speed up processing, only include a fraction includeFraction of the unknown words in the training
set. Do not include the longer files with background noise in the training set yet. Background noise will be added in a separate step later.

Use subset({ads,indices) to create a datastore that contains only the files and labels indexed by indices. Reduce the datastore ads so that it contains only the commands and
the subset of unknown words. Count the number of examples belonging to each class.

commands = categorical(["yes”,"no","up”, "down”,"left", " right"”,"on", "off","stop”, "go"1};

isCommand ismember(ads.Labels,commands);

isUnknown = ~ismember(ads.Labels,[commands," background noise "]);

includeFraction = 8.2;

mask = rand({numel{ads.Labels),1) < includeFraction;
isUnknown = isUnknown & mask;

ads.Labels{isUnknown) = categorical({"unknown"};

ads = subset({ads,isCommand|isUnknown};
countEachlLabel(ads)

Split Data into Training, Validation, and Test Sets

The data set folder contains text files, which list the audio files to be used as the validation and test sets. These predefined validation and test sets do not contain utterances of
the same word by the same person, so it is better to use these predefined sets than to select a random subset of the whole data set. Use the supporting function splitData to
split the datastore into training, validation, and test sets based on the list of validation and test files located in the data set folder.

Compute Speech Spectrograms
To prepare the data for efficient training of a convolutional neural network, convert the speech waveforms to log-bark auditory spectrograms.

Define the parameters of the spectrogram calculation. segmentDuration is the duration of each speech clip (in seconds). frameDuration is the duration of each frame for
spectrogram calculation. hopDuration is the time step between each column of the spectrogram. numBands is the number of log-bark filters and equals the height of each
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Choose Words to Recognize

Specify the words that you want your model to recognize as commands. Label all words that are not commands as unknown. Labeling words that are not commands as unknown
creates a group of words that approximates the distribution of all words other than the commands. The networks uses this group to learn the difference between commands and
all other words.

(][

To reduce the class imbalance between the known and unknown words and speed up processing, only include a fraction includeFraction of the unknown words in the training
set. Do not include the longer files with background noise in the training set yet. Background noise will be added in a separate step later.

Use subset({ads,indices) to create a datastore that contains only the files and labels indexed by indices. Reduce the datastore ads so that it contains only the commands and
the subset of unknown words. Count the number of examples belonging to each class.

commands = categorical(["yes","no","up”," "down™,"left","right","on", "off","stop”, "ga"1};

isCommand ismember(ads.Labels,commands);

isUnknown = ~ismember(ads.Labels,[commands," background noise "]);

includeFraction = 8.2

mask = rand(numel{ads.Labels),1) < includeFraction;
isUnknown = isUnknown & mask;

ads._Labels{isUnknown) = categorical("unknown"”};

ads = subset(ads,isCommand|isUnknown};
countEachlLabel(ads)

Split Data into Training, Validation, and Test Sets

The data set folder contains text files, which list the audio files to be used as the validation and test sets. These predefined validation and test sets do not contain utterances of
the same word by the same person, so it is better to use these predefined sets than to select a random subset of the whole data set. Use the supporting function splitData to
split the datastore into training, validation, and test sets based on the list of validation and test files located in the data set folder.

[adsTrain,adsValidation,adsTest] = splitData(ads,datafolder);

Compute Speech Spectrograms
To prepare the data for efficient training of a convolutional neural network, convert the speech waveforms to log-bark auditory spectrograms.

Define the parameters of the spectrogram calculation. segmentDuration is the duration of each speech clip (in seconds). frameDuration is the duration of each frame for
spectrogram calculation. hopDuration is the time step between each column of the spectrogram. numBands is the number of log-bark filters and equals the height of each -



Split Data into Training, Validation, and Test Sets

The data set folder contains text files, which list the audio files to be used as the validation and test sets. These predefined validation and test sets do not contain utterances of
the same word by the same person, so it is better to use these predefined sets than to select a random subset of the whole data set. Use the supporting function splitData to
split the datastore into training, validation, and test sets based on the list of validation and test files located in the data set folder.
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[adsTrain,adsValidation,adsTest] = splitData(ads,dataftolder);
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Compute Speech Spectrograms
To prepare the data for efficient training of a convolutional neural network, convert the speech waveforms to log-bark auditory spectrograms.

Define the parameters of the spectrogram calculation. segmentDuration is the duration of each speech clip (in seconds). frameDuration is the duration of each frame for
spectrogram calculation. hopDuration is the time step between each column of the spectrogram. numBands is the number of log-bark filters and equals the height of each
spectrogram.

segmentDuration = 1;
frameDuration = 8.825;
hopDuration = 0.818;

numBands = 48;

Compute the spectrograms for the training, validation, and test sets by using the supporting function speechSpectrograms. The speechSpectrograms function uses
auditorySpectrogram for the spectrogram calculations. To obtain data with a smoother distribution, take the logarithm of the spectrograms using a small offset epsil.

Ly —— [ ——

XTrain
XTrain

speechSpectrograms(adsTrain, segmentDuration, frameDuration, hopDuration,numBands);
logle(XTrain + epsil);

Xvalidation
XValidation

speechSpactrograms(adsValidation, segmentDuration,frameDuration, hopDuration, numBands);
logla(XValidation + epsil);

XTest
XTest

speechSpectrograms (adsTest, segmentDuration, frameDuration,hopDuration, numBands);
logl@(XTest + epsil);

¥Train = adsTrain.Labels;
Yvalidation = adsValidation.Labels;
¥Test = adsTest.Labels;



Split Data into Training, Validation, and Test Sets

The data set folder contains text files, which list the audio files to be used as the validation and test sets. These predefined validation and test sets do not contain utterances of
the same word by the same person, so it is better to use these predefined sets than to select a random subset of the whole data set. Use the supporting function splitData to
split the datastore into training, validation, and test sets based on the list of validation and test files located in the data set folder.

19 [adsTrain,adsValidation,adsTest] = splitData(ads,dataftolder);
Compute Speech Spectrograms
To prepare the data for efficient training of a convolutional neural network, convert the speech waveforms to log-bark auditory spectrograms.
Define the parameters of the spectrogram calculation. segmentDuration is the duration of each speech clip (in seconds). frameDuration is the duration of each frame for
spectrogram calculation. hopDuration is the time step between each column of the spectrogram. numBands is the number of log-bark filters and equals the height of each
spectrogram.

28 segmentDuration = 1;

21 frameDuration = 8.825;

22 hopDuration = 9.818;

23 numBands = 48;
Compute the spectrograms for the training, validation, and test sets by using the supporting function speechSpectrograms. The speechSpectrograms function uses
auditorySpectrogram for the spectrogram calculations. To obtain data with a smoother distribution, take the logarithm of the spectrograms using a small offset epsil.

24 epsil = le-6;

25

26 XTrain = speechSpectrograms(adsTrain,segmentDuration,frameDuration, hopburation,numBands);

27 XTrain = logl8(XTrain + epsil);

28

29 XVWalidation = speechSpectrograms(adsValidation,segmentDuration,frameburation,hopDuration,numBands});

3@ XValidation = loglé(XValidation + epsil);

31

32 XTest = speechSpectrograms(adsTest,segmentDuration,frameDuration,hopDuration,numBands);

33 KTest = logla(XTest + epsil);

34

E L ¥Train = adsTrain.Labels;

36 ¥Yvalidation = adsValidation.Labels;

27 ¥Test = adsTest.Labels;
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Editor - C\Docs\Material\Projects\ 2017-11 - CHNN demc'R2018b Shipping\speechSpectrograms.m ® /| x
|. speechSpectrograms.m = | + |
8 function X = speechSpectrograms (ads, segmentluration, frameluration, hopDuration, numBands) - 4
9
10 - disp("Conputing speech spectrograms..."):
11
12 — numHops = ceil | (segmentDuration - frameDuration) /hopDuration):
13 — mumFiles = length({ads.Files);
14 — X = zeros | [numBands, numHops, 1, numFiles], "single") ;
15
16 — for i = l:numFiles
17
18 — [k, info] = read(ads):
15 -
20 — fz = info.SampleRate;
21 — framelLength = round(frameDuration*fs);
22 — hopLength = round (hopDuration®*fs);
23 -
24 — spec = auditorySpectrogram(x, £=,
25 '"WindowLength', framelength,
26 '"Owverlaplength', framelLength - hopLength,
27 'HumBands"' , numBands,
28 'Bange", [50,7000],
29 '"WindowIype', "Hann',
30 '"WarpIype', "Bark',
3l 'SumExponent' ,2) ;
32
33 % If the spectrogram is less wide than numHops, then put spectrogram in
34 % the middle of X.
35 - W = size(spec,2):
36 — left = floor( (numHops-w)/2)+1;
37 = ind = left:left+w-1;
38 = X{:,ind,1,i) = spec;
25
40 — if mod(i,l1000) == 0 il

+| 2 usages of "x" found speechSpectrograms Ln 18 Col &



Split Data into Training, Validation, and Test Sets

The data set folder contains text files, which list the audio files to be used as the validation and test sets. These predeﬂned validation and test sets do not contain utterances of
the same word by the same person. so it is better to use these predeﬂned sets than to select a random subset of the whole data set. Use the supponing function SplitData to
split the datastore into training, validation, and test sets based on the list of validation and test files located in the data set folder.

19 [adsTrain,adsValidation,adsTest] = splitData(ads,datafolder);
Compute Speech Spectrograms
To prepare the data for efficient training of a convolutional neural network, convert the speech waveforms to log-bark auditory spectrograms.
Define the parameters of the spectrogram calculation. segmentDuration is the duration of each speech clip (in seconds). frameDuration is the duration of each frame for
spectrogram calculation. hopDuration is the time step between each column of the spectrogram. numBands is the number of log-bark filters and equals the height of each
spectrogram.

20 segmentDuration = 1;

21 frameDuration = 96.025;

22 hopDuration = 0.018;

23 numBands = 40;
Compute the spectrograms for the training, validation, and test sets by using the supporting function speechSpectrograms. The speechSpectrograms function uses
auditorySpectrogram for the spectrogram calculations. To obtain data with a smoother distribution, take the logarithm of the spectrograms using a small offset epsil.

24 epsil = 1e-6;

25

26 XTrain = speechSpectrograms(adsTrain,segmentDuration,frameDuration,hopDuration,numBands);

27 XTrain = logl®(XTrain + epsil);

28

29 XValidation = speechSpectrograms(adsValidation,segmentDuration,frameDuration,hopDuration,numBands);

30 XValidation = logl®e(XValidation + epsil);

31

32 XTest = speechSpectrograms(adsTest,segmentDuration,frameDuration,hopDuration,numBands);

33 XTest = logl@(XTest + epsil);

34

35 YTrain = adsTrain.Labels;

36 YValidation = adsValidation.Labels;

37 YTest = adsTest.Llabels;
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Visualize Data
Plot the waveforms and spectrograms of a few training examples. Play the corresponding audio clips.

38 specMin = min{XTrain(:));

39 spaecMax = max{XTrain(:));

48 idx = randperm{size(XTrain,4}),3);

41 figure( "Units’, 'normalized’, 'Position’,[B8.2 ©.2 8.6 8.6]);

42 for 1 = 1:3

43 [#,fs] = audioread({adsTrain.Files{idx(1i)});

44 subplot(2,3,1)

45 plot(x)

46 |  axis tight

47 title(string(adsTrain.Labels{idx{i}))}

48

49 subplot(2,3,i+3)

58 spect = XTrain(:,:,1,idx{i));

51 pcolor(spect)

52 caxis([specMin+2 specMax])

53 shading flat

54

55 sound(x,fs)

56 pause(2)

57 end
Training neural networks is easiest when the inputs to the network have a reasonably smooth distribution and are normalized. To check that the data distribution is smooth, plot a
histogram of the pixel values of the training data.

58 figure

59 histogram(XTrain, 'EdgeColor’, "'none’, 'Normalization', "pdf"')

66 axis tight

61 ax = gca;

62 ax.¥Yscale = "log’;

63 xlabel("Input Pixel Value™)

64 ylabel{"Probability Density™}

Add Background Noise Data
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Plot the distribution of the different class labels in the training and validation sets. The test set has a very similar distribution to the validation set.

figure( 'Units', 'normalized’, 'Position’,[8.2 ©.2 8.5 8.5]);
subplot({2,1,1)

histogram(¥Train)

title("Training Label Distribution™)

subplot(2,1,2)

histogram(YValidation)

title("Validation Label Distribution"}
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Convolutional Neural Networks for Small-footprint Keyword Spotting

Tara N. Sainath, Carolina Parada

Google,

{tsainat

Abstract

We explore using Convolutional Neural Networks (CP
a small-footprint keyword spotting (KWS) task. CNN
tractive for KWS since they have been shown to out
DNNs with far fewer parameters. We consider two
applications in our work, one where we limit the nu
multiplications of the KWS system, and another where
the number of parameters. We present new CNN archi
to address the constraints of each applications. We find
CNN architectures offer between a 27-44% relative i
ment in false reject rate compared to a DNN, while fit
the constraints of each application.

1. Introduction

MATLAB EXPO 2018

Input Q ;3-" O, :50'“% : 29

P answer uAI_.iﬂ_ﬂ_ﬂ_ﬂ_ﬂ,ﬂ_ﬂ
; | Do it
[T | oD R0 w
(i) Feature Extraction (ii) Deep Neural Network (W) Posterior Handing

Figure 1: Framework of Deep KWS system, components from
left to right: (1) Feature Extraction (ii) Deep Neural Network
(ii1) Posterior Handling

3. CNN Architectures

In this section, we describe CNN architectures as an alternative
to the DNN described in Section 2. The feature extraction and
posterior handling stages remain the same as Section 2.

3.1. CNN Description

A typical CNN architecture is shown in Figure 2. First. we are
given an input signal V. € R**/ where ¢ and f are the input

feature dimension in time and freﬂuenci Mﬁclivcli. A wciihl Ii I i I I I

The second convolutional filter has a filtel
quency, and no max-pooling is performed

For example, in our task if we wani
of parameters below 250K, a typical arc
tecture is shown in Table 1. We will refi
as cnn-trad-fpool3 in this paper. T
convolutional, one linear low-rank and on
tion 5, we will show the benefit of this a
particularly the pooling in frequency, com

However, a main issue with this arc
number of multiplies in the convolutional
acerbated in the second layer because of
put, spanning across time, frequency anc
type of architecture is infeasible for pow
footprint KWS tasks where multiplies are
even if our application is limited by par:
tiplies, other architectures which pool in
suited for KWS. Below we present alter
tures to address the tasks of limiting parar

ype [m [r[ n [p[q
conv |20 8] 64 [1]3

model layer | m | r | n s | q | Params
cnn-tstride? |conv | 16 | 8| 78 [ 2] 3 10.0K
conv [ 9 | 4| TR 1| 1] 2190K

lin - 32 | -]-] 200K

cnn-tstrided | conv | 16 [ 8] 100 [ 4 | 3 12.8K
conv | 5 | 4| T8 1| 1| 2000K

lin - 32 | -] -] 23.6K

cnn-tstrided | conv | 16 | 8 | 126 | 8 | 3 | 161K
conv | 5 | 4| 78 1| 1| 1905K

lin - - 32 | -] -] 322K

Table 4: CNNs for Striding in Time

3.4.2. Pooling in Time

An alternative to striding the filter in time is to pool in time,
by a non-overlapping amount. Table 5 shows configurations as
we vary the pooling in time p. We will refer to these architec-
tures as cnn-tpool? and cnn-tpocld. For simplicity, we
have omitted certain variables held constant for all experiments,
namely time and frequency stride s = 1 and v = 1. Notice that
by pooling in time, we can increase the number of feature maps
n 1o keep the total number of paramelers constant.

model layer | m | r | n | p | q | Params
cnn-tpool2 |conv | 21 | 8|94 | 2| 3 [ 56M
conv | 6 [ 4 [94]1]1 1.5M

lin - | -132]-1]-] 653K
cnn-tpool3 |conv [ 1S | 8 |94 [ 3|3 [ 7.1M
conv | 6 [ 4 [ 9411 1.6M

lin - | -132]-1]-1 653K

Table 5: CNNs for Pooling in Time

4\ MathWorks
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Define Neural Network Architecture

Create a simple network architecture as an array of layers. Use convolutional and batch normalization layers, and downsample the feature maps "spatially” (that is, in time and
frequency) using max pooling layers. Add a final max pooling layer that pools the input feature map globally over time. This enforces (approximate) time-translation invariance in
the input spectrograms, allowing the network to perform the same classification independent of the exact position of the speech in time. Global pooling also significantly reduces
the number of parameters in the final fully connected layer. To reduce the possibility of the network memorizing specific features of the training data, add a small amount of
dropout to the input to the last fully connected layer.

The network is small, as it has only five convolutional layers with few filters. numf controls the number of filters in the convolutional layers. To increase the accuracy of the
netwark, try increasing the network depth by adding identical blocks of convolutional, batch normalization, and RelLU layers. You can also try increasing the number of
convolutional filters by increasing numfr.

Use a weighted cross entropy classification loss. weightedClassificationLayer(classleights) creates a custom classification layer that calculates the cross entropy loss with
observations weighted by classkeights. Specify the class weights in the same order as the classes appear in categories(¥Train). To give each class equal total weight in the
loss, use class weights that are inversely proportional to the number of training examples in each class. When using the Adam optimizer to train the network, the training algorithm
is independent of the overall normalization of the class weights.

classWeights = 1./countcats(¥Train);
classWeights = classWeights'/mean{classWeights});
numClasses = numel({categories(¥Train));

dropoutProb = 8.2;

numF = 12;

layers = |
imageInputlayer(imageSize)

convolution2dlLayer(3,numF, "Padding’, "same")
batchMormalizationLayer

relulLayer
maxPooling2dlLayer(3, 'Stride’,2, 'Padding’, "same’)
convolution2dLayer(3,2*numF, "Padding’, 'same")
batchMormalizationLayer

reluLayer

maxPooling2dLayer(3, 'Stride’,2, 'Padding’, "same’)

convolution2dLayer(3,4*numF, 'Padding’, 'same")

(e
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Define Neural Network Architecture

Create a simple network architecture as an array of layers. Use convolutional and batch normalization layers. and downsample the feature maps "spatially” (that is, in time and
frequency) using max pooling layers. Add a final max pooling layer that pools the input feature map globally over time. This enforces (approximate) time-translation invariance in
the input spectrograms, allowing the network to perform the same classification independent of the exact position of the speech in time. Global pooling also significantly reduces
the number of parameters in the final fully connected layer. To reduce the possibility of the network memorizing specific features of the training data, add a small amount of
dropout to the input to the last fully connected layer.

The network is small, as it has only five convolutional layers with few filters. numF controls the number of filters in the convolutional layers. To increase the accuracy of the
network. try increasing the network depth by adding identical blocks of convolutional, batch normalization. and RelL U layers. You can also try increasing the number of
convolutional filters by increasing numf.

Use a weighted cross entropy classification loss. weightedClassificationlLayer(classleights) creates a custom classification layer that calculates the cross entropy loss with
observations weighted by classWeights. Specify the class weights in the same order as the classes appear in categories(YTrain). To give each class equal total weight in the

loss, use class weights that are inversely proportional to the number of training examples in each class. When using the Adam optimizer to train the network, the training algorithm
is independent of the overall normalization of the class weights.

classWeights = 1./countcats(YTrain);
classWeights = classWeights'/mean(classWeights);
numClasses = numel(categories(YTrain));

dropoutProb = 0.2;

numF = 12;

layers = [
imageInputlLayer(imageSize)

convolution2dLayer(3,numF, ‘Padding’, "same')
batchNormalizationLayer

reluLayer
maxPooling2dLayer(3, 'Stride',2, 'Padding’, 'same')
convolution2dLayer(3,2*numF, 'Padding"’, 'same’)
batchNormalizationLayer

reluLayer

maxPooling2dlLayer(3, 'Stride',2, 'Padding’, 'same"’)

convolution2dLayer(3,4*numF, 'Padding’, 'same’)
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dropoutProb = 0.2;
numF = 12;
layers = [

imageInputlayer(imageSize)

convolution2dLayer(3,numF, "Padding’, "same')
batchNormalizationLayer
reluLayer

maxPooling2dLayer(3, 'Stride',2, 'Padding’, 'same’)

convolution2dlLayer(3,2*numF, 'Padding’, 'same")
batchNormalizationLayer
reluLayer

maxPooling2dLayer(3, 'Stride',2, 'Padding’, 'same’)

convolution2dLayer(3,4*numF, 'Padding’, 'same")
batchNormalizationLayer
reluLayer

maxPooling2dLayer(3, 'Stride',2, 'Padding’, 'same’)

convolution2dLayer(3,4*numF, 'Padding’, 'same')
batchNormalizationLayer
reluLayer

convolution2dLayer(3,4*numF, 'Padding’, 'same')
batchNormalizationLayer
reluLayer

maxPooling2dLayer([1 13])

dropoutLayer(dropoutProb)
fullyConnectedLayer(numClasses)
softmaxLayer
weightedClassificationLayer(classieights)];

& (@



Train Network
Specify the training options. Use the Adam optimizer with a mini-batch size of 128. Train for 25 epochs and reduce the learning rate by a factor of 10 after 20 epochs.

147 miniBatchSize = 128;

148 validationFrequency = floor(numel{¥Train)/miniBatchSize);

149 options = trainingOptions('adam’,

158 "InitiallLearnRate’,3e-4,

151 "MaxEpochs"',25,

152 "MiniBatchSize' ,miniBatchsize,

153 "Shuffle’, "every-epoch’,

154 "Plots’, "training-progress’,

155 "Werbose',false,

156 "WalidationData',{XValidation,¥Validation},

157 "WalidationFrequency',validationFrequency,

158 "LearnRateSchedule’, "piecewise”’,

159 "LearnRateDropFactor’,8.1,

168 "LearnRatelropPeriod',28);
Train the network. If you do not have a GPU, then training the network can take time.

161 trainediet = trainNetwork(augimdsTrain,layers,options);
Evaluate Trained Network
Calculate the final accuracy of the network on the training set (without data augmentation) and validation set. The network is very accurate on this data set. However, the training,
validation, and test data all have similar distributions that do not necessarily reflect real-world environments. This limitation particularly applies to the unknown category, which
contains utterances of only a small number of words.

162 ¥WalPred = classify(trainediet,XvValidation);

164 e e e e e e e e s

165 trainError = mean{¥TrainPred ~= ¥Train);

166 disp("Training error: " + trainError®188 + "X")

=

[y

-l

disp("Validation error: + validationError*1e8 + "%")

Plot the confusion matrix. Display the precision and recall for each class by using column and row summaries. Sort the classes of the confusion matrix. The largest confusion is
between unknown words and commands, up and off, down and no, and go and no.

[]
]

[al



4 Training Progress (08-Oct-2018 12:53:57)

Accuracy (%)

Loss

g 3

5
o

Training Progress (08-Oct-2018 12:53:57)

L]
Epoch 1
i 1 1 L 1 | 1 | | I |
10 20 30 40 50 60 70 80 90 100
Iteration
°
EpOClh 1 | | | | | | | 1 J
10 20 30 40 50 60 70 80 90 100

teration

- X
Training iteration 1 of 5500...
\!J‘
Training Time
Start time: 08-Oct-2018 12:53.57
Elapsed time: 0 sec
Training Cycle
Epoch: 0of 25
Iterations per epoch: 220
Maximum iterations: 5500
Validation
Frequency: 220 terations
Patience Inf
Other Information
Hardware resource: Single GPU
Learning rate schedule: Piecewise
Learning rate: 0.0003
Accuracy
Training (smoothed)
Training
- - ~@ - = Validation
Loss
Training (smoothed)
Training
- - -@ - - Validation
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Evaluate Trained Network

Calculate the final accuracy of the netwaork on the training set (without data augmentation) and validation set. The network is very accurate on this data set. However, the training,
validation, and test data all have similar distributions that do not necessarily reflect real-world environments. This limitation particularly applies to the unknown category, which
contains utterances of only a8 small number of words.

¥WalPred = classify(trainedNet,XValidation);
validationError = mean{Y¥ValPred ~= YValidation);
¥TrainPred = classify(trainedNet,XTrain);
trainError = mean{YTrainPred ~= ¥Train);
disp("Training error: " + trainError*18e + "%")

Training error; 1.8736%
disp("Validation error: " + validationError*188 + "%")

Validation error: 4,2499%

Plot the confusion matrix. Display the precision and recall for each class by using column and row summaries. Sort the classes of the confusion matrix. The largest confusion is
between unknown words and commands, up and off, down and no, and go and no.

figure( 'Units’, 'normalized’, 'Position’,[8.2 ©.2 8.5 8.5]);
cm = confusionchart(¥Validation,¥ValPred),;

cm.Title = 'Confusion Matrix for Validation Data’;
cm.ColumnSummary = ‘column-normalized';

cm.RowSummary = 'row-normalized’;

sortClasses({cm, [commands,"unknown”,"background”])

Confusion Matrix for Validation Data

yes 251 2 g 1 1
no 1 232 g 4 7 1 &
up 240 2 1 4

down 1 5 1 255 1 )

% (]
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figure( 'Units’, 'normalized’, 'Position’,[8.2 ©.2 8.5 8.5]);
cm = confusionchart(¥Validation,¥ValPred),;

cm.Title = 'Confusion Matrix for Validation Data’;
cm.ColumnSummary = ‘column-normalized';

cm.RowSummary = 'row-normalized’;

sortClasses({cm, [commands,"unknown","background”])

True class

Confusion Matrix for Validation Data

yes 251 2 9 1 1
ne 1 232 g 4 T 1 <]
up 240 2 1 4
down 1 s 1 285 1 )
left 1 240 3 10 1
right 1 2 4 242 3 4
on 2 252 1
off 2 1 1 235 3 1
stop 3 1 3 247 4
go 1 1 2 252 3
unknown 2 3 3 2 2 3 1 2 2 156
background 100.0%

2.7% 6.1% 3.6% T.9% 5.5% 3.6% 0.8% 1.3% 9.2% 2.7% 15.2% 1.2%

yes no up down left right on off stop qo unknown background
Predicted class
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197 while ishandle(h)

198 (@] Video Preview - Int - O
199 % Extract audio samples from the audio device and

288 x = audioIn();

201 waveBuffer(l:end-numel(x)) = waveBuffer({numel(x)+1

202 waveBuffer(end-numel{x)+l:end) = x;

283

284 % Compute the spectrogram of the latest audio samp —— =

285 spec = auditorySpectrogram(waveBuffer,fs, ... 4] Figure 2

206 '‘WindowLength',frameLength, ... File Edit View Inset Tools Desktop Window Help

287 ‘Overlaplength’,frameLength-hopLength, ... Nads (a0 |

208 "NumBands ', numBands, — ’ ‘ 94955 3200
209 'Range’,[50,7000], T
218 'WindowType', 'Hann', = ' ' ' ' ' ' '

211 "WarpType', 'Bark", ... 01k A
212 'SumExponent’,2);

213 spec = logle(spec + epsil); 0

214

215 % Classify the current spectrogram, save the label 2o I
216 % and save the predicted probabilities to the prob 65 ! | | | | ! :

217 [YPredicted,probs] = classify(trainedNet,spec, "Exe 2000 4000 6000 8000 10000 12000 14000 16000
218 ¥Buffer{l:end-1)= YBuffer(2:end);

219 YBuffer({end) = YPredicted;

228 probBuffer(:,1:end-1) = probBuffer(:,2:end);

221 probBuffer(:,end) = probs’;

222

223 % Plot the current waveform and spectrogram.

224 subplot(2,1,1);

225 plot(waveBuffer)

226 axis tight

227 ylim([-©.2,8.2])

228

229 subplot(2,1,2)

238 pcolor(spec)

231 caxis([specMin+2 specMax])

232 shading flat

233

234 % Now do the actual command detection by performing a very simple

235 #% thresholding operation. Declare a detection and display it im the
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MATLAB Based Algorithm Wins the 2017 PhysioNet/CinC
Challenge to Automatically Detect Atrial Fibrillation

Challenge

Design an algorithm that uses machine learning to detect
atrial fibrillation and other abnormal heart rhythms in T
noisy, single-lead ECG recordings THrMHJ m

Signal
i

e

Solution

Use MATLAB to analyze ECG data, extract features using
signal processing and wavelet techniques, and evaluate "

. . . . . Block diagram for Black Swan’s atrial fibrillation detection
different machine learning algorithms to train and algorithm.
Implement a best-in-class classifier to detect AF

“l don’t think MATLAB has any strong competitors for

Results signal processing and wavelet analysis. When you add in
= First place in PhysioNet/CinC Challenge achieved its statistics and machine learning capabilities, it's easy to
= ECG data visualized in multiple domains see why nonprogrammers enjoy using MATLAB,
= Feature extraction accelerated with parallel particularly for projects that require combining all these

processing methods.”

- Ali Bahrami Rad, Aalto University
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| was born in France. | speak

MATLAB EXPO 2018
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= Take previous data into account when making new predictions
= Signals, text, time series

B
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Recurrent Neural Networks

&\ MathWorks
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| was born in France...

[2000 words]

... | speak ?
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Long Short Term Memory Networks

« RNN that carries a memory cell throughout the process
= Sequence Problems

(h) O
o= R S S
& S & &

MATLAB EXPO 2018 41
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LSTM
Demo
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Time Series Classification (Human Activity Recognition)

Long short-term memory networks ®
Dataset is accelerometer and gyroscope T—_]
signals captured with a smartphone é;

Data is a collection of time series with 9

channels
Deep
[N -\..‘ Learning

A §
Sk

f

m—

MATLAB EXPO 2018
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sequence to one
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© Reuse Figure
No Variable Selected il M
SN G N N/ NN A . .ad S U i, = New Figure
| plot Plot as mult... Plot as mult... area bar pie histogram contour surf mesh plotyy
SELECTION [ | OFTIONS
B3 73 » C » Users » abhattac » Local Content » tartup » FontUtilities »
P ‘ CrU bh Local C MLStartup » FontUtiliti

@ Help

@ w5 - © | Object Detection

Current Folder

Documentation A
— CONTENT
« Documentation Home
« Examples

« Deep Leaming Toolbox

Category

Getting Started with Deep Learning 5
Toolbox

Deep Learning with Images 10

Deep Learning with Time Series, 11
Sequences, and Text

Deep Learning Tuning and 8
Visualization

Deep Learning in Paralleland inthe 5
Cloud

Deep Learning Applications 17

Deep Learning Import, Export, and 2
Customization

Deep Learning Code Generation 10
Function Approximation and 22
Clustering

Time Series and Control Systems 1

Examples

S Close

<| Examplelist » | + |

Functions Apps

Deep Learning with Time Series, Sequences, and Text — Examples

Trainlng Observation 1

" ' v.r-:s’w
Sequence Classification
Using Deep Learning

Classify sequence data using a long
short-term memory (LSTM) network.

Open Live Script

P
Train Network Using Out-

Forecast with Updates

Time Series Forecasting
Using Deep Learning

Forecast time series data using a
long short-term memory (LSTM)
network

Open Live Script

Training Cata
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yes

Speech Command
Recognition Using Deep
Learning

Train a simple deep learning model
that detects the presence of speech
commands in audio. The example
uses the Speech Commands

Open Script

@ Y

Generate Text Using Deep

X
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I 9e E‘@ @»‘Iyolo

T

Search Help

BOa0

Training Sequence 1. Feature 1
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Classify each time step of sequence
data using a long short-term memory
(LSTM) network.
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Deep Learning on CPU, GPU, Multi-GPU and Clusters

How TO TARGET?

= 5
‘ % ‘ E}%ﬂl| opts = trainingOptions('sgdm', ...
2 |=f =P A 'MaxEpochs', 100, ...
-\ N 'MiniBatchSize', 250, ...
. 'InitialLearnRate', 0.00005,
i ingle CP : :
Smgle S, gle CPU 'ExecutionEnvironment', 'auto' );
CPU Single GPU
—
ﬁ @ opts = trainingOptions('sgdm',
i '"MaxEpochs', 100, ...
] —\ == 'MiniBatchSize', 250, ...
/_\ 'InitialLearnRate', 0.00005,
'. ' . 'ExecutionEnvironment' 'multi-gpu’' ) ;
Single CPU, Multiple GPUs . —

< D) afadagaqdagaday !
O ﬁﬁ ‘h- | [ PN ] OptS = trainingOptions (' Sg'C]I'l.'ll F ooos
'MaxEpochs', 100, ...
|§| 'MiniBatchSize', 250, .
-‘ = _B 1 2 L3 1
InitialLearnRate', 0.00005, ...
. 1 1 3 1 1 | .
On-prem server with Cloud GPUs ExecutionEnvironment', 'parallel )I ;
GPUs (AWS)
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Audio Datastore K I 2018

T
¥ bed ads = audioDatastore('.\Dataset', ...
+ bird 'IncludeSubfolders', true, ...
+ cat 'FileExtensions','.wav', ...
+ l:Il:g 'LabelSource', 'foldernames')
low
. s [ agnt -
= Programmatic interface to large Do
. . . = go ,
collections of audio files 5 herey e | f
. house . .\Temp\speech commands v0.01\ backg:
. left . .\Local\Temp\speech commands v0.01\
. I . 'I: . marin ...\Local\Temp\speech commands v0.01\
= (Optional) auto-generation o 4 -1 and 64724 more
IabeIS from folder names + ntl':f Labels: [ background noise ; background noise
* o ReadMethod: 'File'
+ on Outpuigatii‘yge: 'dcl>uke)le'
+ one
. Label-based indexing and 4 By snors e o oo
.-, . . + sheila
partltlonlng : ;ﬁ:p irlliZZtable
¥ three Label Count
= Random file sampling o
+ up go 2372
. . . . T wow left 2353
=  Automatic sequential file reading 5y oir 27
= = on 2367
right 2367
- Parallel access for pre- stop 2380

up 2375

processing, feature extraction, or
data augmentation [adsTrain,adsValidation,adsTest] = splitData(ads,datafolder)
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“I love to label and
preprocess my data”

~ Said no engineer, ever.



Audio Labeler

= Work on collections of
recordings or record new audio
directly within the app

= Navigate dataset and playback
Interactively

= Define and apply labels to
— Entire files

— Regions within files

Import and export audio folders,
label definitions and datastores

MATLAB EXPO 2018

&\ MathWorks:

EB Audio Labeler - audio2.wav O b4

M= S -
'-—j % &, e EDefault Layout p
-

Default =
Load Save Import . Legend Export
- . - qa Settings @ g -
VIEW EXFORT a
Data Browser @ audio.wav
¥ Audio Files File Labels =] |
audiol.wav Label Mame Value
audio2 wawv AudioQuality 4
audio3.wav NumSpeakers 2
audiod.wav
audio3.wav

w Audic File Info

audiod.wav:

Channels: 1

5 10
W4 HP M

29.0173

T=100:00:28.461

Region Labels

SpeechDetected
Gender
Accent

ImportantWords

o @

true true

Male  Male

British  British

Samples Underrun = 0
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Save Location | Current folder v Audio Recorder: (O » =] | Find Files
bt A o2 3 | #

Prefix audiorec_ Primary Soun... ¥ |iz) Compare v ©){GoTo v
ey Setti Record Stop New Open Save
Format | FLAC v S oetings v v v (4 Print ¥ \{ Find

=

DIO SAVING DEVICE RECORD NAVIGATE BREAKPGINTS
AUV oA S U (U3 = SwUnuU AVIORAIT < - ) Vil

= Untitled 1 1 H1
g‘fﬁeLabms T q}rf_ 2 1 slid on the smooth planks.
— 3 2 e e et he dark blue background.
S|  Label Name Value % s S ST el e HEC e
- o - 4 3. It's easy to tell the depth of a well. %
SpokenHarvard... these days a ch... | 5 4. These days a chicken leg is a rare dish. L}
6 S. Rice is often served in round bowls.
7 6. The juice of lemons makes fine punch.
8 7. The box was thrown beside the parked truck.
] 8. The hogs were fed chopped corn and garbage
10 9. Four hours of steady work faced us.
11 10. A large size in stockings is hard to sell.
12 H2 rvard Sentences

L-
F

=
ro.

58]

:]-a

H

O

o,

0]

5

w

L

Q o

et
o0
oW

Kick the ball

wn

Help the woman

[
m
:r.l

pot of tea help

15 7. Smoky fires lack

20 8 soft cushi
21 ] salt breeze came across from the sea.
22 10. girl a he poth sold fifty bonds.
T = 00:00:00.000 22 10 g at the boot old fifty bonds
- 23 H3 Harvard Sentences

hole in the sock.

: . 3 3 :
ROI Labels q; ‘ 24 1. The small pup gnawed

a
he fish twisted and turned on the bent hook.

25 2. T
abe 26 3. Press the pants and sew a button on the vest.
4, was far short of perfect.
3. the view stunned the young boy.

swam in the tank.

Samples Underrun = 0 plain text file Ln 1 Col 1
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Signal Analyzer App R2018a Signal Processing Toolbox
Analyze multiple signals in time, frequency and time-frequency domain

m whaleSong

ROl ® _ROL1 ® _ROI_2

* Navigate through signals

« Extract regions of interest |
P i
« Generate MATLAB scripts i
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Frequency (Hz)

0 " Time (s)

Reassigned spectrogram
and synchrosqueezing

Empirical Mode Decomposition
Showing 3 out of 8 IMFs

A —
S aeesue R

200 400 600  BOD 1000 1200 1400 1600 1800 2000

Empirical mode decomposition

MATLAB EXPO 2018

Fres =3.9101 Hz, Tres=1s

3.1623

.
(=)

4
o

L
o

-20

-25
0.31623

Power Spectrum (dB)
Densityi %}

0.031623

100 120 140 160 180 200 220 240 260 280
Frequency (Hz)

Persistent spectrum

K = 8.5267 at level 7, Optimal Window Length = 256,
Center Frequency 2.4421 radfsample, Bandwidth = 0.024544 rad/sample

0 (2) 8
7
6

1 4)
Normahzed Frequency o radlans.fsample)

Kurtogram

2 (8)
26 (12)
3 (16)
36 (24)
4 (32)
46 (48)
5 (64)
56 (96)
6 (128)
6.6 (192)
7 (256)

Level (Window Length)
L) w = w
Spectral Kurtosis

=3
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Feature Extraction: Time-Frequency Analysis

Magnitude Scalogram

Oonstant Q-Transform
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Wavelet scalogram Constant Q transform
Instantaneous frequency estimation Hilbert Spectrum
25 0 500
Instantaneous frequency
450 14
2 400
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350
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Instantaneous frequency

Hilbert-Huang transform
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Enabling Features Summary

(For Audio Applications) Audio System Toolbox Neural Network TB
(For Signal Applications) Signal Processing Toolbox Stats & ML TB

Read & Extract

Partition Features L Predict

iodA1010.d

- o x oo
oo 0 oot
= o |
. . il

mmmmm © £ | audotway ‘ \ ‘\ “\‘r I
v Audio ies il Labels | o Iy

o[ LabelName | Value \1‘ ”(\/\W\WE“‘AM
....... o = B IRV Y
audiodwav. e

........

25553 290173

Sarmples Underrun = 0
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Agenda

MATLAB EXPO 2018

Why deep learning?

Deep learning with signal data

(Demo) Speech Command Recognition

(Demo) LSTM Networks

Enabling Features in MATLAB

Deploying deep learning

&\ MathWorks
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Deploying Deep Learning Models for Inference R2018a

NVIDIA
TensorRT &
cuDNN
Libraries

NVIDIA.

— m
CNN /'j Intel
(lntel MKL-DNN

Library

ARM
Compute
Library

MATLAB EXPO 2018 55
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GPU Coder Fills a Gap in the Deep Learning Solution

Training Inference

NVIDIA.

T T T T T 717577 g
e B e -

 NVIDIA!

il ¢ “j' _
| A
. o

]/ Access Data ] Preprocess \ ] Select Networkl / Train \ ] Deploy 1

GPU
Coder

| A Image Neural
mage Acq. Processing Network
Computer
Vision
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With GPU Coder, MATLAB is fast

Single Image Inference (Titan XP, Linux)

GPU Coder Is faster
than TensorFlow,
MXNet and Pytorch

B TensorFlow
H MXNet

B GPU Coder
B PyTorch

ResNet-50 VGG-16 GoogleNet

Intel® Xeon® CPU 3.6 GHz - NVIDIA libraries: CUDA9 - cuDNN 7 - Frameworks: TensorFlow 1.8.0, MXNet 1.2.1, PyTorch 0.3.1

4\ MathWorks
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|
4\MathW0rkS® can help you do Deep Learning

Free resources

- Guided evaluations with a
MathWorks deep learning
engineer

= Proof-of-concept projects

- Deep learning hands-on
workshop

= Seminars and technical deep
dives

= Deep learning onramp course

MATLAB EXPO 2018

More options

Consulting services

Training courses

Technical support

Advanced customer support

Installation, enterprise, and cloud
deployment

MATLAB for Deep Learning

4\ MathWorks
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https://matlabacademy.mathworks.com/R2017b/portal.html?course=deeplearning
https://www.mathworks.com/solutions/deep-learning.html

MATLAB EXPO 2018

Thank you!

4\ MathWorks
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Extra Slides

4\ MathWorks
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Machine learning vs. deep learning

Deep learning performs end-to-end learning by learning features, representations and tasks directly

from images, text, sound, and signals

Machine Learning

I MANUAL FEATURE EXTRACTION CLASSIFICATION

% MACHINE LEARNING

CAR v
TRUCK X

BICYCLE X

CONVOLUTIONAL NEURAL NETWORK (CNN)

LEARNED FEATURES

CARv
TRUCK X

BICYCLE X

MATLAB EXPO 2018

~N

4\ MathWorks

Machine
Learning

Deep
Learning

Subset of machine
learning with automatic
feature extraction
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Feature Extraction: Spectral Analysis

Centered Power Spectrum Estimates a0 3I dB Blandwicllth Lclbmb-SclargIe Nlormalizled Perliodogr?m
. ; : . ; : R U S e A A | A A N o, s S, s i S S S S Pd = 1,00
puelch a0t . ] 1”‘:::::?:::::::::::::::::::::‘ng;g
maxhold —— ! ! rr==rr-ar--rr--r--r--r--r-—-r-- Pd =050
minhold | | 50k — ff | 5 |I‘]| \ f\ \ 1
/ \ | Il | ,F\J||
T o60F \ 1 = ol ”ﬂ 1 b ||| ' | 'II i
g g ONY, ||| ” iva W| ||4| N (|||
o L Pl [\ nf | | ql [ | | |
HEE S/ LTI R
— - / N \ [
= g / Jf ,‘#H ' *..w || | E l‘ I‘l J V ! I|I I‘ rlll | || ||| ||| 'I | |Ih||
i =] (L] Il 1 | = _ L , | ‘_
: L Wity 1 Al
& B -100 W Nl‘lvwl rm J |‘ﬁ| . : Est |L| I b—
| g | 2
-80 o q0 | | 20l |
120 | 1
100 ] a0k . i 257
; s . . . . . . . . . -30 £ - . . . . . . .
120 00 80 100 150 200 250 300 350 400 450 500 50 100 150 200 250 300 350 400
100 80 60 40 -20 0 20 40 60 BO 100 Frequency (kHz) Frequency (mH2)
Frequency (kHz)
Welch periodogram BW measurements Lomb periodogram
1/3 - Octave Spectrum - SNR: 130.93 dB 20 . Mean Frequency Estimate
' ' ' ot I% Fundamerta I I |
10 =T . T : m.ql.
- =[] = =201 DC and Harmonics (excluded) | i Fsent\f
. -50 ,l'\r—-r*l‘\ / i \
II. “or N B0r [ | |
— " S0} E' £ / : ll' :
g . M ENAR
p B § 100 % 00 fifin 1| W lp Uy wl ! V r{'ﬂf‘i Wi,
g2 20 f £ h[r U h !
8 @ -100 'ﬂ i MM' rﬂ\ / |\q| f
< 4 140 r E o i i |
A At o 110 | ; -
1e0 [t | 14 i W\M i wu@m W m”. ”l“\' 1h ”‘r | | |
-35 |t | Pirk noise sk ! !
[ C-weighted 30 F : :
A-weighted ] . ‘ . . i i
40 ‘WB'Q 2DDD 5 10 15 20 140 e L - : : : :
0.19953 0.39811 079433 15849 3.1623 6.3096 12589 Frequency (kHz) O 50 100 150 200 250 300 350 400 450 500

Frequency(kHz)

Octave spectrum

MATLAB EXPO 2018

Harmonic distortion

Frequency (kHz)

Spectral statistics
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Features Extraction and Signal Segmentation

= Mel Frequency Cepstral Coefficients (MFCC)

= Pitch

= Voice Activity Detection

MATLAB EXPO 2018

ch (Hz)

Amplitude
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Mel Frequency Cepstral Coefficients (MFCC) 22018¢

Variation of "perceptually-adjusted"” spectrum content over time

Most common voice and speech features for Machine Learning applications

= Option of: o el
— mfcc function, H|
— cepstralFeatureExtractor System object oorz LML
— Cepstral Feature Extractor block (Simulink) ‘l' |||| |
- Returns: - | l""',
— MFCC s N ',||"| I
— "Delta" (= mfcc[n]-mfcc[n-11) oocz] | | |\|'|+| “.
— "Deltadelta" (= delta[n]-delta[n-1]) ”DH"“WDJ ‘2::0' la;m: m - Q 7000 2000
Frequency ()
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Pitch Extraction

= Estimate audio pitch over time

= Popular feature for machine learning in
voice and speech processing

= Choice of 5 different popular algorithms
— 'NCF' — Normalized Correlation Function
— 'PEF' — Pitch Estimation Filter
— 'CEP' — Cepstrum Pitch Determination
— '"LHS' — Log-Harmonic Summation
— "SRH' — Summation of Residual Harmonics

[ft, idx] = pitch(audioIn, fs);

MATLAB EXPO 2018
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Voice Activity Detection (VAD) 2018

= Standard algorithm to segment voice and speech signals

« voiceActivityDetector System object for MATLAB

= Voice Activity Detector block for Simulink

v >> vad = voiceActivityDetector

AL
Probability of presence of speech

vad =

voiceActivityDetector with properties:

Qi
h=
=
=
o

InputDomain: 'Time'
Window: 'Hann'

FFTLength: []
SilenceToSpeechProbability: 0.2000
SpeechToSilenceProbability: 0.1000

MATLAB EXPO 2018
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TensorRT speeds up inference for TensorFlow and GPU Coder
Single Image Inference with VGG-16 (Titan XP GPU) RZO] 8 a

300

Images / Sec

250

200

150

100

50
TensorFlow

Y Y
cuDNN TensorRT

MATLAB AxrEl@0Xeon® CPU 3.6 GHz - NVIDIA libraries: CUDA9 - cuDNN 7 - Frameworks: TensorFlow 1.6.0, MXNet 1.1.0, MATLAB 18a 67
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GPU Coder with TensorRT provides best performance across
all batch sizes

VGG-16 Inference (Titan XP GPU) RZO] 8 q

450 —a GPU Coder/TensorRT

500

Images / Sec

400 TensorFlow/TensorRT
~ MXNet

350

—* TensorFlow

300

250

200

150

100

1 2 4 8 16 32 Batch Size
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Embedded: GPU Coder also fast

Single Image Prediction on AlexNet with Jetson TX2

76
Memory Usage [MB]

74

72

Images / Sec

70

68
GPU Coder

66

64

Caffe
62

60
0 200 400 600 800 1000 1200 1400 1600 1800

Caffe GPU Coder GPU Coder/TensorRT

NVIDIA libraries: CUDA9 - cuDNN 7 — Jetpack 3.2.1 - Frameworks: TensorFlow 1.6.0, MXNet 1.1.0, MATLAB 18a
MATLAB EXPO 2018 69



| 4\ MathWorks

Example: Speech Denoising with Deep Learning R2018b
CNN & Fully Connected Networks for 2-D Regression

1. Train

Clean Speech

Noisy Speech’

800 . =50 &
7 T %
600 F g 5600 s
£ | 3 E g
@ 400 b E-’iﬂﬁ -100 S
2| g = E g
F 00 < ~ 200 £
200 b 2
o ) ng_ =150 o
o 5 10 15 20 i} 5 10 15 20
Freauency (kHz Frequency (kHz)
L+ @
)t X
800 Noisy Speech Denoised Speech (Convolutional Layers)
50 5 S'?F 80D 0
= &
5500 2 — 60D %
= g £ &
g 400 = - (2] ,,0_;400 100 E
F 200 == E g
mEs g = 200 *g‘
o o =150 n

0 5 10 15 20
Freniennv (kHz1

0 5 10 15 20
Frequency (kHz)

2. Predict
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Example 3: Speech Denoising with Deep Learning R2018b

Clean Speech

800 pe —
z
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Speech Denolsing
Demo
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Extras
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Summary and Release Timeline
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