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Agenda

What's Deep Learning and why should | care?

A practical approach to Deep Learning (for images)

— Transfer the learning from an expert model to your own application

Building a Deep Learning network from scratch

— Deep Learning for time series and text data

Key learnings of the session and cool features
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Deep learning with MATLAB Is easy and accessible!

Use Less Data
and Less Time
with Transfer

Learning

Prototype and
| \ productize
L mage oy Image B ol " : your entire workflow on
re-processing Post-processmg - ;
‘ embedded GPUs

Automatically generate code!

A\ 4

measured o H,ghway e LSTM "
. Several “*SNOW’ blown Bitcoin USD
“esti mt;tzr;eddown damage == Lo
App|y Deep Learning = mphtrees- gunsétgrmes 1 Vw\\/,;_zg%
not only on images but ‘v»fr;::a.sp,‘,’{ctﬁgg;zss
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also on text and time  Roadyying &, o W,
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series data Jan01  Jan1s 29

2018 MATLAB EXPO 2018 3



&\ MathWorks

Why Machine Learning or Deep Learning?

[4] Prozesskennzahl v15 | Kohlerthd " [E=E e

_——————— ~ Transformational technology

Close (better) than human accuracy for
specific tasks

Performance scales with data

It is hard to use, it is challenging

Enables
engineers, researchers and other domain experts
to create
products and applications with more
built-in intelligence

MATLAB EXPO 2018 4



Application Breadth

4\ MathWorks

Artificial Intelligence, Machine Learning and Deep Learning

Machine Learning
/Deep Learning N\
& %0 ~
g;abiggontrolled ::.: 0:
P &
AlphaGO Lee Se-dol
1202 CPUs, 176 GPUs, 1 Human Brain
\ 100+ Scientists. 1 Coffee.
1950s 1997 2016 Today

Timeli
eline MATLAB EXPO 2018 s
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Machine Learning vs Deep Learning

CAR v

TRUCK X

BICYCLE X

Training Data Classification Task

Deep Learning

CARv

TRUCK X

BICYCLE X

N N

Learning Is an iterative process
MATLAB EXPO 2018 6



4\ MathWorks

Deep Learning Common Workflow

LABEL AND PREPROCESS DEVELOP PREDICTIVE
MODELS

ACCESS AND EXPLORE INTEGRATE MODELS WITH

SYSTEMS

DATA DATA

Data Augmentation/ Hardware-Accelerated Desktop Apps
Transformation Training

Prabability

E—
.
i
B

Enterprise Scale Systems

java
& MATLAB
C/C++

Python

Databases Labeling Automation

B e

Network Visualization Embedded Devices and
Hardware

= b=

B k- i
{(¢ L, W o =2
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Deep learning is usually implemented using a neural network
architecture

= The term “deep” refers to the number of layers in the network—the more
layers, the deeper the network.

- Data flows through network in layers, which provide transformation of data
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Input Image

Convolutional Neural Network
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Convolutional Neural Network is a popular Deep Learning

architecture

Shallow Neural Network

Convolutional Neural Network

Input Hidden  Output
Layer Layer Layer

\\’)/ )/

Layer Hidden Layers (n)

oNeoe

l/"‘)\«fif‘)\m”\
4~‘ 298 4&

Sicieie

Every input neuron
Connects to every neuron
in the hidden layer

Local receptive fields
connect to neurons in the hidden layer

Translate across an image
create a feature map
efficiently with convolution

Input Kernel

https://nl.mathworks.com/videos/series/introduction-to-deep-learning.html
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https://nl.mathworks.com/videos/series/introduction-to-deep-learning.html

Deep Learning: different types of network architectures

Series Network

Basic . S'ingle—in
) - single-out
Architecture .
Network AlexNet, VGG

Example

. . Object Recognition:
Appllcatlon Cars, Lane, Pedestrian

Directly Acyclic Graph Network
(DAG)

\ /

Multi-in, multi-out

No feedback loops

N\

R-CNN (fast, faster), GoogLeNet, SegNet

Object Detection:
Cars, Traffic Signs, Scene (Semantic Segmentation)

Recurrent Neural Network
(RNN)

D

Memory

LSTM

Sequential data: time series, signals

MATLAB EXPO 2018
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Agenda

What's Deep Learning and why should | care?

A practical approach to Deep Learning (for images)

— Transfer the learning from an expert model to your own application

Building a Deep Learning network from scratch

— Deep Learning for time series and text data

Key learnings of the session and cool features
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Deep Learning can be complex and challenging to apply

KERAS
GooglLeNet
ResNet-50

AlexNet
VGG-16

Design Deep Learning
& Vision Algorithms

Main Challenges
= Handle large image sets
= Image labeling is tedious

= Have access to models

Accelerate and Scale
Training

Main Challenges

Capability of training with
multiple GPUs

Capability of training in
the cloud

High Performance
Deployment

Main Challenges

Convert models to CUDA
code

Compress models to fit

Into embedded GPUSs.
MATLAB EXPO 2018 12
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Object Recognition using Deep Learning in MATLAB

Supervised Learning

Stapler

CoffeCoaster

Highlighter
RubikCube

AlexNet Transfer OfficeNet

PRETRAINED MODEL SOUEEESE NEW MODEL

MATLAB Support Package for USB Webcams MATLAB EXPO 2018 13



https://nl.mathworks.com/matlabcentral/fileexchange/45182-matlab-support-package-for-usb-webcams
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Where to start?
Two Approaches for Deep Learning

']!'raln Deep Neural Network, e.g. CNN CARv

fom m—

Scratch LEARNED FEATURES 935},f TRUCK X

1 5 [ u '- Cl o ! 2% ] :

‘ BICYCLE X
Fine - Tune

Transfer ﬁ CAT v

Learning PRE-TRAINED CNN NEW TASK

\' DOG X
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Why Perform Transfer Learning?

.
AP
H I?Hﬁ@

= Leverage best network types
from top researchers

« Reference models are great
feature extractors

= Less data

= Less training time

AlexNet VGG-16 ResNet
PRETRAINED MODEL PRETRAINED MODEL PRETRAINED MODEL
Caffe GoogleNet TensorFlow/Keras
MODELS PRETRAINED MODEL MODELS

MATLAB EXPO 2018
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Transfer Learning Workflow

Replace final layers

New layers learn
features specific
to your data

——

Fewer classes
Learn faster

MATLAB EXPO 2018 16
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Transfer Learning Workflow

Train network
Train images

i —

Training options

100s images
10s classes

MATLAB EXPO 2018 17



Transfer Learning Workflow

Deploy results

Probability

MATLAB EXPO 2018

‘ MathWorks
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Transfer Learning Workflow

Load pretrained network Replace final layers Train network Predict and assess
Training images network accuracy
Early layers that learned Last layers that New layers to learn o .
low-level features learned task features specific Test images
(edges, blobs, colors)  specific features to your data Traini .
raining options
. . . Trained Network
98 %
1;8;')'(')()” |Images Fewer classes 100s images
S classes Learn faster 10s classes

4\ MathWorks

Deploy results

Probability

MATLAB EXPO 2018 19
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Accelerate training and prediction!

- Prediction Alexnet

FPS = 471.21
cash machine 43.46%
window shade 32.75%
screen 6.43%

sliding door 4.52%
monitor 3.89%

Squeezenet

Learning is an iterative process
FPS = 613.20

web site 60.41%
desktop computer 22.82%

screen 7.35%
monitor 3.79%
mouse 1.60%

opts = trainingOptions('sgdm', ... Efffffffi

'MaxEpochs', 100, ... [HHHH
'MiniBatchSize', 250, ...
'InitiallLearnRate', 0.00005, ...
'ExecutionEnvironment', 'auto' );

'ExecutionEnvironment', 'parallel' );

_M_ Whitepaper: Deep Learning in the Cloud MATLAB EXPO 2018 20



https://www.mathworks.com/content/dam/mathworks/tag-team/Objects/d/Deep_Learning_in_Cloud_Whitepaper.pdf

Alexnet Inference on NVIDIA Titan Xp

9000
2000 GPU Coder +
TensorRT 3.0.1,ints)
7000
I
§ 0000 GPU Coder +
9 5000 TensorRT .0.1)
S 4000 GPU Coder +
4 cuDNN
g 3000
L 2000
1000 — —— e
—_—— B - TensorFlow (16.0)
0
1 2 4 8 16 32 64 128
Batch Size
CPU Intel(R) Xeon(R) CPU E5-1650 v4 @ 3.60GHz

Testing platform GPU
cuDNN V7

Pascal Titan Xp

MATLAB EXPO 2018
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Deep Learning is easy and accessible with MATLAB!

Design Deep Learning &
Vision Algorithms

Highlights

Datastores for large image sets

Automate image labeling

Direct access to models within MATLAB with

support packages

Import Tensor Flow Keras and Caffe networks

@%%@@@@@h‘

m 4

Accelerate and Scale
Training

&\ MathWorks

MKL-DNN

\ N Niev) O
High Performance
Deployment

Highlights

= Single line of code to:
= Accelerate training with
multiple GPUs or

= Scale to clusters

Highlights

= Automate compilation with
GPU Coder

= 1.4x speedup over C++ Caffe
on Jetson TX2

MATLAB EXPO 2018
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Agenda

What's Deep Learning and why should | care?

A practical approach to Deep Learning (for images)

— Transfer the learning from an expert model to your own application

Building a Deep Learning network from scratch

— Deep Learning for time series and text data

Key learnings of the session and cool features

MATLAB EXPO 2018 23
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Deep Learning for Time Series, Sequences and Text

Sentiment /)
Analysis ﬂ
Speech-to-text
A
o—B g,
Text-to-Speech J

Music
Recognition

3 N\ Predictive
/\ Maintenance

BIBLIOTECA
Instant

Translation

Movie Ranking
Prediction

MATLAB EXPO 2018 24
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Deep Learning for Time Series

Goal: Predict seizures in long-term

Dataset: iIEGG time series —\I

D a t a Si ze: 2 O G B Electroencephalogram (EEG)
TH E U N IVE RS ITY OF ° Electrodes , o ,\2 -‘

MELBOURNE

Output: Classification
before or between seizure

e ) | o 00 0 A B
' l, g O M | Al AT
: - EEG reading
/
/

MATLAB EXPO 2018 25
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https://www.kaggle.com/c/melbourne-university-seizure-prediction

Numeric
Data

ID  WC_TA RE_TA EBIT_TA MVE_BVTD S_TA Industry Rating

62394 0.013 0.104 0.036 0.447 0.142 3 BB
48608 0.232 0.335 0.062 1.969 0.281 8 A
42444 0.311 0.367 0.074 1.935 0.366 1A
48631 0.194 0.263  0.062 1.017 0.228 4 BBB
43768 0.121 0.413  0.057 3.647 0.466 12 AAA
39255 -0.117 -0.799 0.01 0.179 0.082 4 CCC
62236 0.087 0.158  0.049 0.816 0.324 2 BBB
39354 0.005 0.181 0.034 2.597 0.388 7 AA
40326 0.47 0.752 0.07 11.596 1.12 8 AAA
51681 0.11 0.337  0.045 3.835 0.812 4 AAA

Long Short Term
Memory (LSTM)

Types of Datasets

Time Series/
Text Data

4\ MathWorks

Image
Data

English v Sentiment v Graphical

) o—

| LSS ithe | Canon Ixus) in Madrid on March 4. The

12} 18 ) 0 .

[ Panasonic Lumix| IEEYTRTETI U out the | Canon)|_camera/is
)

(o llat all All | want when taking photos is point it and then just press the

S g
button. For only 200 doliars, a m price] this | camera|is

O, O- 0. 3 L2
for me. Besides, | have haaa\~ customer|| service|| experience|

{78 9
[ John Faraday| vas

LSTM or CNN

Convolutional Neural Networks (CNN)
Directed acyclic graph networks (DAG)

MATLAB EXPO 2018 26



Deep Learning for Time Series

02 |-05| -1 |-2.1
-1.3|1 08|11 | -2
1.2 0 [ 12| 16
08|0.7]-0.2|-04
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Deep Learning for Time Series

hy  h,  hg h; hg
& & ' Y A &
( =¥
LSTM Layer Final
Initial *c, e gt ™ st P st Ces ¥ 1sTMm ™ Ce —» 1cT™ -
State > i, »| Unit || unit || unit | he—»| Unit |, S —l unit > Updated
\ State
1
2
Feature
) ) 3
Dimension
D

Time Steps
MATLAB EXPO 2018
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Text Analytics

Word Docs
PDF'’s
Text Files

Access and Explore Data Preprocess Data

Clean-up Text Convert to Numeric

Media reported two trees

blown down along I-40 in
the Old Fort area.

media report two tree blown
down 140 old fort area

« Stop Words
« Stemming
« Tokenization

&\ MathWorks

=0
W
i
‘x
L N

Develop Predictive Models

Topic: 1 Topic: 2 Topic: 3
. towinginvoice Jreschack
charging” 2diUS gabrielli tow 0 e
chw invoice | i Vehicle o T1GN1 put=:
conveyor 175 5 ()() coast Prings | ot ON
G‘) Rel tlng end byt rear : : henl
no trock was Of 15 NOISe ﬂat rear le
wer workmg ford s iN from tire: ant
cat two worK ba pack towed chawgs font it
lan‘xzalc ing broken
maintenance
docl
Topic: 4 Topic: 5 Topic: 6
missing engine
doc2 1 1 0 1 blade cable g bent, Qut - sger
i bottgal e door check
ulias
h k dont install Ilght =
plOW start ose in Ond o
tlres close ° spinner

« Bag of Words .
 TF-IDF .
« Word Embeddings

antifreeze

LSTM

Latent Dirichlet
Allocation
Latent semantic

analysis
MATLAB EXPO 2018 29
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Key Takeaways:
Deep Learning for Time Series and Text

= Applications

— Time series
= forecasting
= classification (Predictive Maintenance)

— Text

= classification (Sentiment Analysis, Tagging)
= clustering (Topic Modelling)

= Text Analytics: Prepend
— Text preprocessing
— Conversion to numeric

MATLAB EXPO 2018 30
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Agenda

What's Deep Learning and why should | care?

A practical approach to Deep Learning (for images)

— Transfer the learning from an expert model to your own application

Building a Deep Learning network from scratch

— Deep Learning for time series and text data

Key learnings of the session and cool features

MATLAB EXPO 2018 31



4\ MathWorks

Deep learning with MATLAB Is easy and accessible!

Use Less Data
and Less Time
with Transfer

Learning

Prototype and
| \ productize
L mage oy Image B ol " : your entire workflow on
re-processing Post-processmg - ;
‘ embedded GPUs

Automatically generate code!

A\ 4

measured - H|ghway w LSTM
. Several ““*SNOW’ blown Bitcoin USD
“esti ml:t:éeddown damage == 12
App|y Deep Learning “e mphtrees: Gustine : VV\\/%_Z %
not only on images but :ﬂwggg,lgpg]rgﬁgg%?{g
. iles ==

also on text and time % Roadyying & - W
R County hal|power _ 0.6 32{84°

series data == hundersiorm Jan01  Jan1s  Jan29
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Neural Network Toolbox™

Algorithm Development, Testing & Verification GPU Coder™

~66 Fps (Tegra X1)

Semantic Scene Segmentation Acceleration (Classification) Deployment (Embedded)

Deep Learning

Plot and analyze your network
using network analyzer, generate
CUDA code that integrates with
TensorRT, and deploy deep
learning networks to Intel and
ARM processors.

Time Series

MATLAB EXPO 2018 33



Mini-batchable datastore

Have a small number of
large high-res images

To train, need a large number of
pairs of images

MATLAB EXPO 2018
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Ground truth labelling: attributes and sublabels

_j ROI Label Definition

F cyclist
b bicycle

F wvehicle

q} Label @-} Sublabel Eﬁ Attribute

| | Scene Label Definition

‘ [{1‘3 Define new scene label

Current Frame Add Label

Time Interval Remove Label

To label a scene, you must first define a

+—-c

00.00000 04.65873

Start Time Current

4\ Ground Truth Labeler = [m] X
I n rithm: 5|
= T T S = S i B &8 &
- | QL zoomOut @ spow RolLabels | thm ~
Load Save Import |Label  Automate  View Label  Export
~ v Labels v 1"} Pan [ Show Scene Labels () Configu Labels ¥
FILE MODE | VIEW ; AUTOMATE LABELING | summary | EXPORT | —-g
RO Label Definition | vippedtracking.mp4 | | Attributes and Sublabels |
q} Label % Sublabel Eﬁ Attribute Attributes
1 Attributes for cyclist:
» cyclist 1 §
— bikeType bicycle 1
» bicycle I 2
» vehicle i action inMotion
| — .

Attributes and Sublabel |

Aftributes
Attributes for cyclist:

bikeType bicycle -

action inMotion w

58.69995 58.69995 (]| {[1a]| | []) | D] o] Zoom In Time Interval

End Time Max Time

MATLAB EXPO 2018 35
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Visualize and understand the network architecture

- Y g
»add1
'
& fcl
'
& @add2

#
wrelu_
1

eomp...

Y

eun..

Y

L Ri=

%

wipic:
'
#® softmax
'

® class

ANALYSIS RESULT

arsiu_bl  @relu_bZ  _erelu_b3 e relu_b4

a Name

1

2

input

28x28x1 images with 'zerocenter normal. ..

canv

16 5x5x1 convolutions with stride [1 1] a...

relu
RelU

@ softmax_alone
softmax

conv_b1

32 3x3x16 convolufions with stride [1 1] ...

relu_b1
RelU

conv_b2

32 3x3x16 convolufions with stride [1 1] ...

relu_b2
RelU

conv_b3

32 3x3x16 convolufions with stride [1 1] ...

relu_b3
RelU

rome hA

Type
Image Input

Convolution
RelU
Softmax
Convolution
RelU
Convolution
RelU
Convolution

RelU

T anenlutinn

Activations
28=28=1

28x%28=16

28=28=16

Error

28=28=32

28x%28=32

28x%28=32

28x%28=32

28x%28=32

28x%28=32

PPV by

lgraph 228 0
Analysis date:  19-Apr-2018 10:00:00
ISSUES

® input oo

‘ Layers Message

® conv @ softmax_alone  Disconnected layers. All layers in the layer graph must be connected.

‘ @ mpool Unused output. Each layer output must be connected to the input of another layer.

&relu

T © unpool Missing input. Each layer input must be connected to the output of another layer.
o weon. e conr e conv.. PP e ki mrimle Tl i m mbinm e Lmme 'm0 e Lmrsmn o Y frmine i eV mn e

Learnables

bxbx1x16

1x1=16

3x3x16=32

1x1=32

3x3x16=32
1=1=32

3x3x16=32
1=1=32

Ax Tz 1R=27

40

Weights
Bias

Weights

Bias

Weights
Bias

Weights
Bias

Wainhte

Network Analyzer

Visualize and Analyze network

Deep Learning Network Analyzer for Neural Network Toolbox

version 1.0 (15.1 KB) by MathWorks Neural Network Toolbox Team

Visualize and Analyze Deep Learning Networks

Detect problems before wasting time training!

e Missing or disconnected layers,
e Mismatching or incorrect sizes of layer inputs,
e Incorrect number of layer inputs,

e [nvalid graph structures.

Download Support Package

MATLAB EXPO 2018 36



https://uk.mathworks.com/matlabcentral/fileexchange/66982-deep-learning-network-analyzer-for-neural-network-toolbox
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Semantic Segmentation

= Fully convolutional networks (FCN)

Manage connections, add and
remove layers

= Segmentation Networks (SegNet)
- Manage label data and evaluate

- Other directed acyclic graph (DAG) performance

>>help semanticseq MATLAB EXPQO 2018 37



https://in.mathworks.com/help/vision/ug/semantic-segmentation-basics.html

Algorithm Development, Testing & Verification
Applicable to other sensors, e.g. LiDar

4\ MathWorks

Automated Driving System Toolbox™
Computer Vision System Toolbox™
Neural Network Toolbox™

Access Data

Preprocess and Label

Object
Classification

Velodyne
FileReader

E gt

Classification Network
i mip(64sd) feature  mlp (64,128,1024) Bk mip
‘i tmngform | tem [ B o (512256%)

9 2 3 3 w (INe—
-=-D-;:$:m gﬂg_:g:m‘um‘ L)
L global feature
&L L L | e —

PointNet
Deep Neural Network

Preprocessing

Clustering

w\@ Sy
= ) e ‘ ‘__,‘_.-'4’*1}3
r f ’
i‘ V /< i
LIiDAR Annotation
Ground Truth

[Under Request]
MATLAB EXPO 2018 38
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LSTM for both Classification and Regression

5 g
5 =

5 > c C

o | = s 2 > Time to failure
£ S
-
T ¥

Feature extraction Classification

MATLAB EXPO 2018 40
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Define new operations for deep networks with ‘Custom
Layers’

éTraining __
| Data [

Input
Layer

Previous
Layer

Forward

Backward
Pass

of

Layer

Forward
Pass

MEemory

.

.

Backward

Z |
g Pass

Next
Layer

Forward

[ Backward

Pass

|;':H'

dL

oL

L Pass

..

Output
Layer

Calculate
Loss

.................................

| Training %
T |Targets

\ dy
classdef myLayer < nnet.layer.Layer

properties (Learnable)

¥ Layer learnable parameters go here
end
methods

Z = predict (layer, X)

$ Forward input data through the layer at prediction time and

[dLdX, dLdW] = backward(layer, X, Z, dLdZ, memory)

Backward propagate the derivative of the function t

end MATLAB EXPO 2018 41
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THANK YOU!

Use Less Data
and Less Time

with Transfer
Learning

Prototype and
productize
your entire workflow on
embedded GPUs

Automatically generate code!

A\ 4

Image Image
. CNN .
Pre-processing Post-processing

measiited” Fichway w LSTM u
ver snow' own i
Apply Deep Learning S dowdamege -~ 12 VAT
: = mphtrees- stz 1 V"\sz 2%
not only on images but ‘*f.w’;?sa.sp,?{ctﬁgg:cxg
. : s 2 [NCTN€Sm lles = 0.8
also on time series data = Roadyyind e . "N
County hal|powe o 0.6 3284;
=2 thunderstorm Jan 01 Jan15  Jan29
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