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Software System Design

= Traditional Software

Scope Project a4 Develop Code Deployment

= Al Software = Code + Data
(Model/Algorithm)

Data : Simulation &
Preparation Al Test

\—'—I

lterative Improvement 1

Scope Project

Deployment
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Industry and Research Invest in Al in Different Ways
Better Models or Better Data?

Amount of lost sleep over...

PhD Tesla

W catasess
W moceis and aigartrns

[l mocels ana algerthons

Andrej Karpathy — Building the Software 2.0 Stack (Spark+Al Summit 2018)



https://www.youtube.com/watch?v=y57wwucbXR8

Data-Centric Al in 2022 — Trend Gaining Pace and Visibility

IEEE Spectrum Andrew Ng: Unbiggen Al Q Type to search

Unbiggen Al>

INTERVIEW ARTIFI

Andrew Ng he Al pioneer says it’s time

for smart-siz&o=tirt= C” solutions to big issues

BY ELIZA STRICKLAND | po FEB 2022 | 18 MIN READ | [

https://spectrum.ieee.org/andrew-ng-data-centric-ai

MAT


https://spectrum.ieee.org/andrew-ng-data-centric-ai
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What is Data-Centric Al?

Data Preparation Al Modeling

@} Model design and
tuning

Train a Y= Hardware
Model = accelerated training

‘;k Interoperability

Data cleansing and
preparation

Q Human insight

Simulation-
generated data

Train a

Error Analysis Q

— Model-centric

= How can | tune the model architecture?
— Data-centric

= How can | modify my data?

Model

Data-centric Al

— The consistency of the data is paramount.
Use tools to improve the data quality

— Hold the code fixed and iteratively improve
the data.
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Most existing Al resources support few applications
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Computer vision Speech recognition
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Most signal processing applications cannot count on many Al resources

Vibration analysis Seismic analysis

o

Machine health
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Which of these best describes your Al-related challenges

O Model Complexity
O Data Complexity
O Al Expertise
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Data-Centric Al in Signal Processing Applications
Agenda — Three Practical Engineering Approaches

1. Transfer learning with pre-trained Al models

2. Feature extraction with simpler and smaller Al models %

3. Better signal datasets, real or simulated ||‘||‘|I|
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How can | apply transfer learning to detecting faults in an air
compressors based on their noise

Have dataset with labeled sound recordings
One “healthy” class

7 different classes of faults
1800.wav files, 225 per class .|

1 L L L L L L L L L
o] 0.5 1 1.5 2 25 3 35 4 4.5 5
x10*

Sound of healthy compressor

|
=4

Sound of compressor with anomalies

1 T T
0.5 b
0
-0.5 b
-1 L L L L 1 1 1 L L

0 0.5 1 1.5 2 25 3 35 4 4.5 5
x10%

Example: Transfer Learning with Pretrained Audio Networks in Deep Network Designer
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https://www.mathworks.com/help/audio/ug/transfer-learning-with-pretrained-audio-networks-in-deep-network-designer.html

MATLAB BEXJ

- - - . =] matlab—deep—leaming/ L\ Notifications % Fork 23 Tr Star 133
I d I g a p re tral e d d e e p I e ar I g WA e e eder
<> Code () Issues 11 Pull requests () Actions M projects 0 wiki @ Security | Insights
L]
| |etW0rk fOr I Fal |Sfer Lean 11N e L
Discover pretrained models for
2 davidwillingham Minor update to READMEmd ... Gdaysago D14 deep learning in MATLAB
B Images initial commit 3 months ago @ www.mathworks.com/solutions/de...
[ LCENSE Initial Commit 3 months ago sy
pretrained-models
[ MATLABDeepleamin... updating YOLOv4 and CRAFT to link the new... 9 days ago
matlab-deep-learning
- . . [ READMEmd Minor update to README.md 8 days ago
M Readme
| [ SECURITY.md Initial Commit 3 months ago
&8 View license
[ viewDeeplearningM...  Script for launching the Deep Learning Mode.. 2 months ago ¢ 133 stars
® 14 watching
= README.md % 23 forks

MATLAB Deep Learning Model Hub Releases 2

P
© R2022a ( latest)

Discover pretrained medels for deep learning in MATLAB. 8 days 20
8 days

Models + 1release

https://github.com/matlab-deep-learning/MATLAB-Deep-Learning-Model-Hub

= Import it from a known 1F TensorFlow < Caffe2 O PyTorch 1400 14:40 xsm)
non-MATLAB repository B Keras I | 7 e s

TensorFlow/PyTorch M|
“ @ AHE5t7|
—_— — @Xnet MATLAB*"'P Simulinke =
F MATLAB ONNX I
Caffe / I AN Ve
e Q Chainer @Sﬁii:ﬂ; ABRIS

|
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https://github.com/matlab-deep-learning/MATLAB-Deep-Learning-Model-Hub

#\ MATLAB R2022a — ®

HOME LOTS APPS LIVE EDITOR INSERT VIEW Jpdats 0 | & [F 2 M Search Documentation L
1= Compare Aa| Mormal [= = Refactor = Section Break
T Eeme g = H = g4 = F > o

MNew Open Save @Print M Go To i ool Text B I E M Code Control  Task P2} Run and Advance Run Step  Stop
- - *  |& Export * ~  [A Bookmark ~ = == - - wF |E Sectlon P2l Run to End
FILE NAVIGATE TE)(T_. CODE SECTION RUN a
< P 0 E E b T Users b gbunkhei » OneDrive - MathWorks » Documents » MATLAB » Examples » R2022a » deeplearning_shared » TransferLearningWithAudioMetworklnDeepMNetworkDesignerExample |2
Current Folder ® | Command History El Live Editor - Ch\Users\gbunkheOneDrive - MathWorks\Documents\MATLAB\Examples\R2022a\deeplearning_shared\ TransferLearningWithAudioMNetworkinDeepNetworkDesignerExample\ TransferLearningWithAudioMetworkinDeepMNetw... (7 X
Mame Size Date Modified = | TransferLearningWithAudicMetworkinDeepMetworkDesignerExamplemlx |—|

.3

af] ([ai] [

E Live Script

£ Transf..425 KB 07/04/2022 .. Transfer Learning with Pretrained Audio Networks in Deep Network Designer

This example shows how to interactively fine-tune a pretrained network to classify new audio signals using Deep Network Designer.

Transfer leaming is commonly used in deep leaming applications. You can take a pretrained network and use it as a starting point to leamn a new task. Fine-tuning a network with transfer
leaming is usually much faster and easier than training a network with randomly initialized weights from scratch. You can quickly transfer learned features to a new task using a smaller
number of training signals.

This example retrains YAMNet, a pretrained convolutional neural network, to classify a new set of audio signals. This example requires Audio Toolbox™ and Deep Learning Toolbox ™.

Details ~
Workspace ® Load Data
e S Download and unzip the air compressor data set [1]. This data set consists of recordings from air compressors in a healthy state or one of 7 faulty states.
ads Ix1 audioData 1 url = 'https://www.mathworks.com/supportfiles/audio/AirCompressorDataset/AirCompressorDataset.zip';
adsTest 1x1 audioData 2 downloadFolder = fullfile(tempdir,'aircompressordataset');
adsTrain 1x1 audioDatd || 3 datasetlocation = tempdir;
adsValidation 1x7 audioData %
o . S 5 if ~exist(fullfile(tempdir,'AirCompressorDataSet'), 'dir')
datasetlocation C\Users\gbur 6 loc = websave(downloadFolder,url);
I downloadFolder ‘Ch\Users\gbun 7 unzip(loc,fullfile(tempdir, 'AirCompressorDataSet’)) T
tdsTrain 1x1 Transform 8 end
2l tdsvalidation hed Pansiins Creat dioDatast bject t the dat d split it into traini lidati d test set
redaie an audaloDatastore ODJECT 10 Manage the data and Spit It Into raimng, valdation, and est sels. -
url *https:/ /e ) g P g
Command Window @
fx >
< >

M- Zoom: 100% UTF-8 LF script




Transfer Learning — Handouts

Choosing the right model for transfer learning

Journal of

Sensor and
Actuator Networks

P

MDP|
~

Article
Comparison of Pre-Trained CNNs for Audio Classification
Using Transfer Learning

“Table 1. Selected CNNs.

NN Type Trainedin_ Numberof Layers _ Millions of Parameters
GoogleNet Image ImageNet 2 7
SqueezeNet  Image ImageNet 18 124
ShuffleNet  Image ImageNet 50 14
VGGish Sound YouTube 2 721
Yamnet Sound YouTube 28 37

Table 4. The classes, the number of files, and the file types of the selected datasets.

Dataset Classes Number of Files File Type
UrbanSoundSk 10 R wav
™ 0
Air Compressor 5 1500 wav

Eleni Tsalera '%, Andreas Papadakis > and Maria Samarakou * I

Classification accuracy per CNN per dataset

Training from Scratch vs. Transfer Learning

SUbunsoundil  BESCIO @ Ab Comprassor

o a2

feNet SqueezeNot ShuffieNet VGGIsh

10
%67
un
ns
7.

o 017875
I 897875 II

CNN

%616

100
I“ ISI

YAMNet

https://www.mdpi.com/2224-2708/10/4/72

Download @ Journal of Sensors and Actuator Networks

MATLAB EXIPO

Transfer Learning with models pre-trained on different types of data

Spectrum Sensing with Deep Learning to Identify

and LTE Signals
Network: ResNet-50 (Image segmentation)

Input: 256-by-256-by-3 images
Features: spectrogram of baseband waveforms

Rcelved Spectrogram

1
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Classify Time Series Using Wavelet Analysis and

Deep Learning
Network: GooglLeNet (Image object classification)

Input: 224-by-224-by-3 images
Features: cwt (scalogram) of ECG signals

ELHE
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https://www.mdpi.com/2224-2708/10/4/72

MATLAB EXPC

Data-Centric Al in Signal Processing Applications
Agenda — Three Practical Engineering Approaches

1. Transfer learning with pre-trained Al models

2. Feature extraction with simpler and smaller Al models

&
o

3. Better signal datasets, real or simulated

14
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Extracting features from signals helps reduce complexity

Smaller networks, faster to learn and run

Easier to deploy and implement

Smaller training datasets

Better return from existing domain expertise

o @ &>

15
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Extracting features from signals helps reduce complexity

i @ %>

f—%
] N~ I 1 @"E

Time-frequency transforms Scalar metrics Vectors Automated extractors and “embeddings”
16
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findpeaks .
waveletScattering
- I T T
' l ‘ | i | »'ﬁrulu
kil R
spectrogram « A0 il
2 |
pitch
cwt
MW[WW
y v WA~
A b
L A 1.
emd, vmd
vggishEmbeddings
®
\./ | | --E-
] .
Time-frequency transforms Scalar metrics Vectors Automated extractors and “embeddings”
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Deep networks most often don't learn directly from raw signals

MATLAB EXIPO

18
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Time-frequency transformations are popular feature extraction methods

Time (samples)

Reframe

(e.g. Buffer)

Time (samples)

Time (frame #)

To frequency

(e.g. FFT)

frequency (bin #)

Time (frame #)

19



MATLAB BEXIPO
Time-frequency transforms make signal characteristics more evident

Time-frequency transform

20
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How to use feature extraction to segment ECG signals?

= Have dataset with signals labeled by cardiologists
= 3 types of wave events P Wave
= 210 ECG recordings (total ~15 minutes)

QRS

T Wave

P T
K Vi
Q I N/A
o,

S

Example: Waveform Segmentation Using Deep Learning



https://www.mathworks.com/help/signal/ug/waveform-segmentation-using-deep-learning.html

MATLAB BEXlPO

Training simple recurrent neural networks directly with raw signals
most often yields unsatisfactory performance

True Class

—

4 Yy

Segmented ECG

ECG

layers = [ ... P QRS T n/a
Predicted Class

sequenceInputlLayer({l)

lstmLayer(28@, 'OutputMode’, 'sequence’)
fullyConnectedLayer(4)

zoftmaxLayer

classificationLayer];

232



MATLAB BEXlPO

Step 1
Pre-process raw signals to eliminate known patterns that you don’t
want the Al model to re-learn

200

100

Magnitude Response (dB)

0

-100 : ' : ' E
0 200 400 600 800 1000 & 40
50
Filtered . ]
100- I 1 ] —
& 2 y s 5 10
Frequency (Hz)
o ety | nikain ek | i vt | it N [ Filter baseline “wander”
100 |
-200

0 200 400 600 800 1000 23
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Step 1 ;
Pre-process raw signals to eliminate known
patterns that you don’t want the Al model to re-

learn )

QRS

True Class

n/a

Raw ECG Segmented ECG

P QRS T n/a
Predicted Class

q

Filter

QRS

True Class

_inai

4 6
Frequency (Hz) l
n/a

Filter baseline “wander”

P QRS T n/a
Predicted Class

24
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Step 2
Extract features that highlight true variability

Time-frequency transform

.8 .
Yy Yy
Filtered ECG Labeled ECG

True Class

wn
w0
i
Q
()
2
'_
T T 1.0% 0.3%
n/a n/a 17.8% 8.7%
P QRS T nfa P QRS T nfa

Predicted Class Predicted Class



Domain experts are best placed to select feature extraction algorithm

Model size, signal patterns

1 |data cwt
224=224=3 images

Automated methodology

waveletScatterlng

|
= Sealing Function
Wavelet - Real Part
Wavelet - Imaginary Part

Application and signal type

, i .f\[ |

mfcc

i,

9"}

Test-based experiments .
experimentManager

signélFrequencyFeatureExtractor

MATLAB BEXlPO
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Feature Extraction — Handouts

MathWorks Wins Geoscience Al GPU Hackathon . . .
The following post is from Akhilesh Mishra, Mil Shastri and Samuith V. Rao from MathWorks here to talk about their participation Da | h atsu U ses AI to C lass Ify E ng ne SOU n d S

and in a Geoscience hackathon. Akhilesh and Mil are Applications Engineers and Samvith is the Industry Marketing Manager
supporting the Oil and Gas industry.

Background
SEAM (SEG Advanced Modeling Corp.) is a petroleum geoscience industry body that fosters collaborations among industry,

government, and academia to address major Geological challenges. Their latest event was a hackathon (SEAM Al Applied

Geoscience GPU Hackathon) that sought to explore the use of Al to improve both qualitative and quantitative interpretation of Cha“enge

geophysical images of Earth's interior, and speed up the applications using NVIDIA GPUs. Deve]op an Al solution that can judge the level of engine

A tatal of 7 teams participated from all over the world, including corr ial ies (Chevron, Total, Petrobras) and a mix of knocking Sound, which OnIy skilled workers could judge
industry and university students. Each team was assigned a mentor who is an expert geoscientist working for a top oil and gas z

company. Solution

The Challenge Create classification models and easy-to-use interface with
Geologic interpretation of : - —— R —— MATLAB, making it possible to examine features multiple
industry. Seismic images times

summarized by the term *

and abandonment of undy Daihatsu used Al to identify knocking sounds from its

Key Outcomes

engines.
ofen colled sismic oS8 = Performed knocking sound analysis with the same "
Z:;:m;zi:::: ::: ‘ accuracy as skilled workers “Although we tried other programming languages, it
features. 1 = Increased Al expertise through MATLAB training was hard to implement. We decided to use MATLAB,
The problem statement of = Promoted visualization of Al and increased awareness which allows us to easily import the necessary data
automatically, producing | of Al by dragging and dropping, and we could easily see

up human interpretation.
The Data

We were given the followil
public and has been labels

the result by ourselves.”
- Takuya Kumagae, Daihatsu Motor Co., Ltd.

Link to case study

T

MathWorks Deep Learning Blog Post Daihatsu User Story

27


https://blogs.mathworks.com/deep-learning/2021/08/03/mathworks-wins-geoscience-ai-gpu-hackathon/
https://www.mathworks.com/company/user_stories/case-studies/daihatsu-uses-ai-to-classify-engine-sounds.html

MATLAB EXF

Requiring smaller datasets multiplies the impact of data engineering

= Using transfer learning...
= ...or feature extraction with simple models...

= ...leads to requiring much smaller labeled datasets for model training

.

&

28
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Data-Centric Al in Signal Processing Applications
Agenda — Three Practical Engineering Approaches

1. Transfer learning with pre-trained Al models

2. Feature extraction with simpler and smaller Al models

3. Better signal datasets, real or simulated

&>
o~

29
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Strategy for preparing Good Data

. Definition of labels y is
Good coverage of inputs x _ unambi

= Change inputs x
— Use tools to improve the data quality
— Data augmentation, data generation or data collection

- Change labels y
— Give more consistent definition for labels if they were found to be ambiguous

30
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How can | enhance the quality of my training signal data?

Define accurate data labels Record and label new data via Apps and Hardware

Pracicted Claws: Maxican Fbory Continuous Wavalst Transtsm
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Data-Centric Al accelerate Al adoption by domain experts
The “unbiggen Al” effect

AF TensorFlow Scaffe2 O PyTorch

: l
4 ’%
MATLAB

O Modercemptexity ” MATLAB

O DItaComplaxity »> Signal Processing e T V"F M
_— 1 12 | (| 1! ’l‘
T e e e < en M | ﬂ‘H il Ilml_ ill‘ i
e E‘III\ II\ ll" 'l l
— — | J

wwwwwwwwwwww

O Adbxpertrse »> Domain Expertise

Al 8. Signal Processing
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