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Al models you interact with regularly
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Machine Learning Software Development rp
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v Desire to put ML models in production in safety critical situations.
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Problems with Black-Box Al Models
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What is “eXplainable Al"?

= Methods or techniques used to explain machine learning reasoning to humans

= Interpretability

— Discern the mechanics without
necessarily knowing why

- Explainability
— Being able to quite literally
explain what is happening

Black-Box
Al Model




The goal of eXplainable Al

Today
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Black Box Al
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Why did you do that?

Why did you not do that?
When do you succeed or fail?
How do | correct an error?

J

Tomorrow
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eXplainable Al
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Al Model Al Product
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| understand why

| understand why not

| know why you succeed or falil
| understand, so | trust you
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Categorize with respect to the viewpoint of eXplainable Al

Complexity

Dependency

Intrinsic

Global

Post-hoc

L ocal

Model-specific

Model-agnostic
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Viewpoint of eXplainable Al

Intrinsic

= Intrinsic / Transparency Post-hoc
— Model itself already have transparency and interpretable

@ & Regression tree viewer
File Tools Desktop Tree Window Help >
" o = Li i del:
Click to display:  !dentity (] Magnification: ~ 100% 8 Pruning level: |o of 16 |v inear reQ ression mo .
Model_Year ~ 1 + Weight + MPG

Weight<3085.5-4 Weight>=3085.5

Estimated Coefficients:

Model Year<79 /-¥odel Year>=79 Weight<3672 4\ Weight>=3672

i Estimate SE tStat pValue

Weight<2579.5 £ W;ig;l;b=2579.5 Weight<2460 A_nggnb=24so Model_Year<73 7@ Mode!_Year>Waight<4520 2 Weight>=452
Ieigh!<2082A5';QL Weight>=20825 ‘gazswagh«zzzs’@ Weight>=2225 deh!;3025;£~ Weighb:aoz.;ys 19%25 Weight<4365 ‘_-‘L‘Weighb=43ﬁ ( Interc ept ) 49,758 4.1453 12.003 1.8646e-20
g /N Weight 0.0032738 0.00080383 4.0728 9.9032e-05
Y@ight<2159.5 ;l,tWeigm>=21 59Weight<1975 ¢_ Weight>=#75 Weigm<2982A5',éL‘Weight>=29%§ Weight<4122.5 W Weight>#22.5 MPG 0.70 27 9 ‘ 0.0 8 9191 8 .76 3 9 Q. 8 456e-14

Mog 5Year<73“;'j\_\‘Model Yeao:ls'ﬁgm 3;325 Weight<2812.5 /2, Weight>=2882.5 ] 4&33 5 55"667
2’;5 ‘\st Weight<2727.5 2/ .’Weight>=5%7,5
% %

= Post-hoc
— Normally use complex model which has large predictive power and interpret later
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Viewpoint of eXplainable Al
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= Global

— Provides an overview of the most influential variables in the model, based on
the data input and the predicted variable.

= Local

— Explains conditional interaction between input/output with respect to single
prediction result



Viewpoint of eXplainable Al

= Model-specific

— Deals with inner working of model to interpret its result

I|||||‘|| Data

= Model-agnostic

Al Model

— Deals with analyzing the feature and its relationships with its output

||‘||\‘|| Data

- -
—> ->
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Dependency

Model-specific

Model-agnostic
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Different Interpretability methods

Model-Specific

++

Intrinsic

Regression

Tree Models

Correlation

Predictor Importance
(trees & ensemble)

Occlusion Sensitivity
CAM, Grad-CAM
Activation

Model-Agnostic

>

ACP

tSNE

MRMR

Partial Dependence Plot
Individual Conditional Exp

Accumulated Local Effects

LIME

Shapley values

Local methods

MATLAB EX
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Visual Interpretation of Features Across Layers Post hoc
Activations Model-Specific

o ® Deep Network Designer
DESIGNER
Cut e
ﬁjﬁ 3 E & Zoom In g W
New Duplicate = Fit & Zoom Out Auto Analyze = Export
Paste  to View Arrange 54
NETWORK BUILD NAVIGATE LAYOUT = ANALYSIS EXPORT ry
Layer Library Designer Data Training © | ¥ Properties
Filter layers | Input type Image
v INPUT - Output type Classification
imagelnputLayer - Number of layers 68
f - Number of connections 75
image3dIinputLayer p
sequencelnputLayer e
. LSTM Activations
featurelnputLayer
= 06
roilnputLayer S
e 0.4
- 02
convolution3dLayer =
i [
= =5 0
groupedConvolution2dLayer . v _Overview 5
- p=)
b =2 0.2
transposedConv2dLayer =] I
— 1-04
transposedConv3dLayer —
4|
o 1-0.6
1-0.8

Nk BB A B 90 N DB e G B2
Time Step
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Deep Learning interpretability methods Post hoc
Grad-CAM & Occlusion sensitivity Model-Specific

Coffee mug Al classifies incorrectly as
Buckle (15%) “buckle” due to the watch

scoreMap = gradCAM(net, X, label)

scoreMap = occlusionSensitivity(net, X, label)
13
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Deep Learning interpretability methods
Grad-CAM & Occlusion sensitivity

v

Post hoc

Model-Specific

Initial investigation: why are my
salad pictures misclassified as pizza?

Hypothesis: the network is focused on
the curving edges of pizzas

Test: does this work for other data
pizza images?

Fix: add more pizza slice images and
salads on plates with curved edges

14
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Musashi Seimitsu Industry Uses Deep Learning for Visual
Inspection of Automotive Parts

Challenge || -
Reduce the workload and cost for manually operated visual

inspection of 1.3 million automotive parts per month, by implementing ' 1
an anomaly detection system using deep learning. -

Solution

Musashi Seimitsu built a camera connection setup, preprocess
images, create a custom annotation tool, and improve the model
accuracy. They generated code for the trained model using GPU

P
e -

K j ]
l l=_ 44

COderTM, |mp|emented |t on NVIDIA® JetSOn Us|ng camera Connection,

] _ . i preprocessing, and various
Benefits of using MATLAB and Simulink pretrained models in MATLAB
« Enable a seamless development workflow from image capture to SMEIEE) U6 1 T < el ]2

. | tation on embedded GPU entire workflow. Through
'mp_ emen ) _ _ _ _ _ discussions with consultants,
« Estimate and visualize the defect area using Class Activation Mapping our team gained many tips for

. Create custom user interfaces with App Designer for improving labeling SO el e, Eosigfis
skills of our engineers.

efficiency 5y

» Leverage consulting services to maximize the benefits of using MATLAB
15



Different Interpretability methods

Model-Specific

++

Intrinsic

Regression

Tree Models

Correlation

Predictor Importance
(trees & ensemble)

Occlusion Sensitivity
CAM, Grad-CAM
Activation

Model-Agnostic

>

ACP

tSNE

MRMR

Partial Dependence Plot
Individual Conditional Exp

Accumulated Local Effects

LIME

Shapley values

Local methods

MATLAB EX
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LIME(Local Interpretable Model-agnostic Explanation)

« Fit a simple interpretable model for 1 query point

Post hoc

Model-Agnostic

results = lime(blackbox)

Predictor

v' Complex model and v' Approximate with v
Point of Interest Simple Model

LIME with Linear Model
Blackbox Model Prediction: AAA
Simple Model Prediction: AAA

MVE_BVTD

RE_TAT

WC_TA |

S TA

4 2 0 2 4 6 8 10 12
Coefficient

‘Explain’ = drivers within
area of interest

17



| MATLAB EX

LIME(Local Interpretable Model-agnostic Explanation)

Model-Agnostic

= Fit a simple interpretable model for perturbed instances

Perturbed Instances P(Egyptian Cat) \
Fitting using
weighted
linear model

008

C

Interpretable
Components

Original Image

scoreMap = imagelLIME(net, X, label)
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By whitening your Al model, you can expect

Explainable Al

MATLAB

Data Scientist
A

‘ | trust & understand the data scientist’s models

| can understand my models & debug it easily

PDP, ICE
LIME, Shap
Occlusion Sensitivity, CAM, Manager

Grad-CAM, Predictor
& | can validate model fairness and trustworthy

Importance, etc.
Regulator

Use MATLAB functions to
explain your model

19
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Where can | use Knowledge learned from XAI?

= Decision Critical Application

Heath care w

Fraud detection Self driving %

- Al Software = Code + Data
(Model/Algorithm)

Data Simulation &

Scope Project Al Modeling Test Deployment

Preparation

lterative Improvement

Big Data to Good Data

20
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Start whitening your Al model with Golden References Today

Grad-CJ

o

2 Petal langth

Sepal width

Predic

-3
8o
& Sepal width

Understand Ne'
Predictions Usi
Occlusion

Use occlusion sensil
understand why a de
network makes a cle
decision. Occlusion :

Potal iength

u
Blackbe
Simple

Visualize In
Classificati
Maximal an

Use a data set
activates the cl
neural network
understand hoy

i Uit

Investigate 3
Classification

Use locally interpr
agnostic explanati
investigate the rok
convelutional new

& _
Deep Dream Imr
GooglLeNet

Generate images us
deepDreamimage w
pretrained convoluti
network GooglLeNet

4
Understand Network
Predictions Using LIME

Use locally interpretable model-

agnostic explanations (LIME) to

understand why a deep neural
network makes a classification

Open Live Script

MATLAB Deep Learning

mathworks.github.io

Cg https://www.mathworks.com/solutions/deep-le...

4] Understanding Network Predictions for Image Classification (UNPIC)

- O X

Prediction Explainer ‘ Features l t-SNE

’ Visualize which parts of an image are most important for classification. Visualize for a chosen image file, or a random image from the test data.

Choose image file:

| Random Image | Random image from class | french fries

True class: french fries

| Occlusion Sensitivity ~ Grad-CAM | Gradient Attribut >

Grad-CAM uses the gradient of the classification score with
respect to the convolutional features determined by the network
to understand which parts of the image are most important for
classification.

Select a target class to see which parts of the image are most

important for that class. e
| Help |

Grad-CAM Settings

Target class: | french fries v |

Feature map: | inception_5b-output v

Display Grad-CAM

21



https://www.mathworks.com/help/deeplearning/ug/understand-network-predictions-using-occlusion.html
https://www.mathworks.com/help/deeplearning/ug/understand-network-predictions-using-occlusion.html
https://www.mathworks.com/help/releases/R2021a/deeplearning/ug/interpret-deep-network-predictions-on-tabular-data-using-lime.html
https://www.mathworks.com/help/deeplearning/examples/visualize-features-of-lstml-network.html
https://www.mathworks.com/help/deeplearning/ug/view-network-behavior-using-tsne.html
https://www.mathworks.com/help/releases/R2021a/deeplearning/ug/understand-network-predictions-using-lime.html
https://github.com/matlab-deep-learning
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