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Machine Learning is Everywhere

Solution is too complex for hand written rules or equations

Q = Hello!

Speech Recognition Object Recognition Engine Health Monitoring
Solution needs to adapt with changing data
9 I
—t
Weather Forecasting Energy Load Forecasting Stock Market Prediction

Solution needs to scale

1

loT Analytics Taxi Availability Airline Flight Delays

4\ MathWorks:

learn complex non-
linear relationships

update as more data
becomes available

learn efficiently from

very large data sets
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Bazille’s Studio
Bazille 1870
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Shuffleton’s Barbershop
Rockwell 1950




4\ MathWorks

Artistic Style Classification

Machine
Learning
Classification

Styl.e_ Style:
Classifier Regionalism
(SVM) J
Image : |
‘ Feature Visual Features
~ Extraction Genre .
" Genre:
Classifier Interior
(SVM)
Artist .
Classifier Artlskt. I
= Rockwe
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Machine Learning

4\ MathWorks:

Machine learning uses data and produces a program to perform a task

Standard Approach

-

N

Buy
Computer
Program Hold
Hand Written Program Formula or Equation
If RSI>70 Yrrade
then “SELL" = B Xiser 48X
IfMACD >SIGand RSl <=70 | glxRSI p —
then “HOLD” ite=Tohlou

/
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Machine Learning Approach

% Hold

[nputs — Outputs

A

L Prediction = F(factors, trade decision) J
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Different Types of Learning

Type of Learning Categories of Algorithms

« Output is a choice between classes

Classification (True, False) (Red, Blue, Green)

Supervised
Learning
Reqression « Qutput is a real number
Develop predictive J (temperature, stock prices)
) model based on both
MaCh|_ne input and output data
Learning
Unsupervised Clustering * No output - find natural groups and
Learning patterns from input data only

Discover an internal
representation from
input data only
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Example: Classification

Type of Learning

Supervised
Learning

Machine
Learning

MATLAB EXPO 2018

Develop predictive
model based on both
input and output data

Unsupervised
Learning

Categories of Algorithms

Classification

Regression

Discover an internal
representation from
input data only

Clustering

Objective:
Train a classifier to classify human
activity from sensor data

Data:
Inputs 3-axial Accelerometer
3-axial Gyroscope '
Outputs k‘ ;& L& /ﬁ\
Qe
Approach:

— Import data

— Interactively train and compare
classifiers

— Test results on new sensor data
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Example: Regression

Type of Learning Categories of Algorithms ObjECtIVE:

Easy and accurate computation of

Classification day-ahead system load forecast

Supervised
Learning

7000 -

T T T T T T
Neural Network |
Measured
6500 ( N

Develop predictive Regression § .
_ model based on both g 20T
Machine input and output data = 5000 u u
Learning 4500 U

4000 -

1 | 1 1 1 1
Feb 28 Mar 02 Mar 04 Mar 06 Mar 08 Mar 10 Mar 12
2013

400

Unsupervised
Learning

Model Error

Clustering 300 -

~ 200

100

Error (MW

Discover an internal
representation from

input data only
_200 L 1 1 1 L L 1
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Example: Clustering

Type of Learning

Categories of Algorithms

Supervised
Learning

Classification

Develop predictive

i model based on both
Mach '_ne input and output data
Learning

Regression

Unsupervised
Learning

Clustering

Discover an internal
representation from
input data only

MATLAB EXPO 2018
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Objective:

Given data for engine speed and
vehicle speed, identify clusters

Goar Selectlon fer Engine and Vehicle Speeds

1st
2nd | +
3rd
4th
5th |

Vehicle Speed (MPH)
Ly o
[} L ]

D 1 1 * 1 1 ] 1 1
1000 1500 2000 2500 3000 3500 4000 4500 5000
Engine Speed (RPM)
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Different Types of Learning

Type of Learning

Supervised
Learning

Develop predictive

model based on both

Machine input and output data

Learning

Unsupervised
Learning

Categories of Algorithms

Support

4\ MathWorks:

Discover an internal
representation from
input data only

MATLAB EXPO 2018

‘e . Discriminant . Nearest
: N B )
Classification M\a/éflfﬁ:es Al aive Bayes Neitallrn
Linear .
. : SVR, Ensemble Regression Neural
Regressmn Regé?j'\j'on GPR Methods Trees Networks
kMeans, kmedoids Hierarchical Gaussian
Clustering Fuzzy C-Means Mixture
Neural Hidden Markov

Networks Model
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Case Study
Machine learning techniques for algorithmic trading
. Goal 'Cufr‘tncnyllrEl.lRUS(’)
— Developing a trading strategy N‘
( \‘ NK J,V'h
Buy l \ aY: ) ‘
Feature Classification — :
’ Raw Data ]7l Extraction ]_[ Model ol e v A
Sell l gt iy m ? I
:C6- foan_ A A \rlf i
- Data IS
— Multiple factors i ‘?‘-"
— Based on fundamentals or price data J‘ aaaaa T

— Tested on historical data

MATLAB EXPO 2018
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The Challenge

Persona: FX Trader

Question: Can we predict the future price/return of a currency pair
— E.g. 60 minutes into the future

Using: Historical intra-day data
— Recent returns
— Technical Indicators

Creating: A predictive model
— Regression / machine-learning
— Backtest over a suitable period of time

MATLAB EXPO 2018
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Data

= Currency Pair: EURUSD

10x3 timetable

- Data: Ten years of one-minute bar
prices

Time

— bid/ask/mid

01-Jan-2007
01-Jan-2007
01-Jan-2007
01-Jan-2007
01-Jan-2007
01-Jan-2007
01-Jan-2007
01-Jan-2007
01-Jan-2007
01-Jan-2007

= Stored: In timetable objects

MATLAB EXPO 2018

00:
00:
00:
00:
00:
00:
00:
00:
00:
00:

00:
01:
02:
03:
04:
05:
06:
07:
08:
09:

00
00
00
00
00
00
00
00
00
00

Mid Bid
1.319%16 1.31508
1.31925 1.31921
1.315954 1.31%4¢
1.31963 1.31958
1.31952 1.31945

1.3155 1.31%942
1.31945 1.3154
1.31965 1.319%62
1.31958 1.31953

1.315525 1.31945

Ask

.31924
. 31937
.31962
.31968
.31959
.31958
1.3155
1.315968
1.31963
1.315%¢6

T = T = T ==

4\ MathWorks:
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Factor Creation - Predictors

= A mixture of factors from the Financial Toolbox and hand written

= Toolbox
— rsindex (5, 10, 15, 20, 25, 30 & 60 minute)

— macd

= Derived
— N-Minute return (5, 10, 15, 20, 25, 30 & 60 minute)

MATLAB EXPO 2018
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The Trading Model

= Train a model based around a number of factors
— Technical Indicators & Short Term Returns
— Attempt to predict positive or negative future returns using current information
— Trade on this prediction

= Model Selection
— Linear regression and stepwise
— Classification Tree

= Backtesting
— Test over ten years, taking into account bid/offer spread as trading cost
— Varying our length of in-sample and out-sample

MATLAB EXPO 2018
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Stepl : Data Regression

= Continuous Data to Discrete Data

= Linear Model and Stepwise Regression

— fitlm, stepwiselm

« Two month In-Sample and one month Out-Sample

— timerange

MATLAB EXPO 2018
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Machine Learning App

Point and click interface
— no coding required

- Quickly evaluate, compare and =~ *=- - - ‘“
select regression models e —— e
- Export and share MATLAB code ==~ =0 = -
or trained models £
¢ )
—l.Export Model L |
| IB :-lei]:rttahecurrkentlysilectes modg!;tr?the H.i;;my ot | i S = — _— - R

®

Export the currently selected model in the History list without
its training data to the workspace to make predictions with new data

Generate Code
=+, Generate MATLAE code for training the currently selected
maodel in the History list, including validation predictions

MATLAB EXPO 2018
19



Regression Learner App

Same workflow as Classification Learner:

RESS
W B RN @
A1 Tvems
Tree
WO 4o | o
m B R H O®
W Qestrete  Quoig 5V L Vesus Cowrne
acanar aanna T e
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a| Linear Regression

'ﬁ\, Trees

" Data Drowses

Ensembles

w History

] Tree

antange PCA eaplaewng 95% varlance
| 21 Lineat Regression
| lamcrarge Linear

22 Linear Regreszion

|| lasrirarge Interactions Lineas

|23 Litvear Regression

lam=arge Robust Lineer

1 24 Stepwise Linesr Regression

s rangs  Stepwise Linear

1l 25 Tren
Lanc=asge Compler Tree

26 Tree
lacange  Medium Tree

| 2.7 Tree

Lt curge Sempie Trew

28 SVM

fatcange  Linear SYM
29 VM

laacasge  Quadrate SYM

2,10 VM
lamizzasge  Cubic SVM

a1 SVm

Lneange  Frve Gaussian SYM

212 VM
laztasge Medium Gaussian SVM

| 243 S

Training

Traning

Training

Traming

Trwnng

[w:x 300  *

28 festoms (PCA o

p—

g MA

ang ¥

wang PCA
= &

wmyica |5

S
Queved X
sy bCa
Queued X
g F0A
Queued X
g iCA
Queued X
g FCA
Queved X,
o~y FCh
Queved X,
=z

Queved X
g P

Queved X~

-k Bl

4\ MathWorks

20



Demo — Long, Short Classification

= Repeat this process, switching to machine learning and
supervised learning

= Supervised learning
— The machine learning task of inferring a function from labelled training data

= Our labelling
— Look at the median bid/offer spread (in pips)
— Classify our problem as
= +1 - where the future return is +ive & greater than the spread (i.e. go long)
= -1 - where the future return is -ive & greater than the spread (go short)
= 0 — all other cases

MATLAB EXPO 2018

4\ MathWorks:
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Building the classification model

Form the predictor/response table
— Yesterday’s factor row, today’s return

F1(1) F2(1) F3(1) F4(1) F5(1)
F1(2) F2(2) F3(2) F4(2) F5(2)
F1(3) F2(3) F3(3) F4(3) F5(3)

F1(M-1) F2(M-1) F3(M-1) F4(M-1) F5(M-1)

MATLAB EXPO 2018
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FN(1) R(2)
FNQ2) R(3)
FN(3) R(4)

FN(M-1) R(M)

23
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Classification Learner App

= App to apply advanced classification methods to your data
— Discriminant analysis

— Dimension reduction via PCA R = 2.7 T B ]

— Parallel coordinates plot - e T —

— Categorical predictors r Iy oo e
— Train classifiers in parallel
l

= Also: Table and categorical support via command line

MATLAB EXPO 2018
24



Demo — Historical Backtesting

- Use MATLAB scripting as a backtesting environment

= Loop through our dataset using datetime and dateshift
— Run fitlmand fittree at each iteration

= Adding transaction costs where we trade
— Once again, based on the bid/ask spread

MATLAB EXPO 2018

4\ MathWorks
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BackTest Result

_ Backtest Results: 1 Month In-Sample, 1 Month Out-Sample

1.07 T Backtest Results: 1 Year In-Sample, 1 Month Out-Sample
—— Regression '
G ——— Regression
1.06 - Classifiation Tree ! Classifiation Tree A
S
1.05 a5t AS
B
1.04 + 3

1.03F
25

1.02

1.01

0.99 . . s
28 38 4 58 05 : . . x ' e . : y
2017 200817 2009t 2010t 20115 201243 20131 2014 20155 20164 2017

MATLAB EXPO 2018
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Feature Selection

Why?
o Reduce data size

/" Feature Selection with Neighborhood Component Analysis )

= X1 X2 X3 X4 X3 X6 x7 Y
(compute/storage gains) and _
. 3036.9 2564 2187.7 1411.1 1.3602 108 97 .613 'pass’
3095.8 2465.1 2230 .4 1463.7 0.8294 108 102 .34 'pass’
rr]()(jeal (:()rT]F)IEE)(It)/ 2932 .6 2559.9 2186.4 1698 1.5102 108 95 488 "fail'
g 2988 .7 2479 .9 2199 aQ9.749 1.3204 100 104 24 'pass’
(prevent Overf|tt|ng) 3932.2 2562.9  2233.4  1326.5 1.5334 180  100.4  'pass’
2946 .3 2432 .8 2233.4 1326.5 1.5334 108 100_4 'pass’
3036 .3 2430.1 22364 1463.7 0.8294 188 102 .34 'pass’
3058 .9 2690 .2 2248 .9 10604 .5 0.7884 188 106_24 'pass’
2967 .7 2600.5 2248 .9 10604 .5 0.7884 188 106_24 'pass’
When? 3016.1  2428.4  2248.9  1004.5  0.7884 100  106.24  ‘pass’
o High dimensional datasets with NCA Weights
poor feature to observation ratio e
147 . ]
L ]
1zr ¢

Capabilities

o Accuracy comparable to
state-of-art techniques

o Regularization to control
sparsity and redundancy

o Handles high dimensional data \_ T Vetnge Y,
and scales to large datasets R2016k

28
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Fine-tuning Model Parameters

Why?

o Manual parameter selection is
tedious and may result in
suboptimal performance

When?

o When training a model with one
or more parameters that
influence the fit

Capabilities

o Efficient comparted to standard
optimization techniques or grid
search

o Tightly integrated with fit
function API with pre-defined
optimization problem (e.g.
bounds)

4\ MathWorks:

-

MATLAB EXPO 2018

Hyperparameter Tuning with Bayesian Optimization N\

template = templateSVM(. ..
'"KernelFunction', 'linear"',

'KernelScale’, 0.25, ...
'BoxConstraint', 0.1, ..
'Standardize', true);

m = fitcecoc{ T, 'Species', 'Learners

Wor Clgnctine ot Nuw bar of 1200080 Fvehations

e cmee

£ RN
(TR

— pal’ametel’s was a

, template )

Previously tuning these

manual process

......

I




Machine Learning with

Big Data

Why?

o Learning on larger datasets
often leads to better
generalization but they don't fit
In memory

When?
o Data does not fit in memory
o Data lives remotely on clusters

e Text

« Image

* table
- cell

e numeric

Capabilities

o Functions for deriving summary
statistics and generating
visualizations

o Machine learning algorithms for
classification, regression and
clustering

» cellstr & string
+ Date & Time
» categorical

L
[ Tall Data Types

» Spreadsheet (Excel)
+ Database (SQL)

\
\

Exploration &

»

Pre-processing

* Numeric functions

» Basic stats reductions

» Date/Time capabilities

» Categorical

» String processing

+ Table wrangling

* Missing Data handling

* Summary visualizations:

» Histogram/histogram?2
+ Kernel density plot
» Bin-scatter

: -
\ /" Machine Learning

» Linear Model

» Logistic Regression

» Discriminant analysis

* K-means

« PCA

* Random data sampling
* Summary statistics

/" “Tall’ data types and functions for out-of-memory data )

N

\
\

MATLAB EXPO 2018
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Convolutional Neural Networks (CNN)

= CNN take a fixed size input and generate fixed-size outputs.

= Convolution puts the input images through a set of convolutional filters,
each of which activates certain features from the input data.

Y
Convolution

Input data

RelU
rectified linear units

Pooling

j——p

MATLAB EXPO 2018

Convolution

RelU
rectified linear units

Pooling

Convolution

RelU
rectified linear units

Pooling

Convolution

RelLU
rectified linear units

Pooling

FC
Fully Connected

layers to support

classification

l Y v Y

Output data

4\ MathWorks:
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Time Series Analysis — LSTM Layers

To train a deep neural network to classify sequence data, you can use an LSTM network. An
LSTM network enables you to input sequence data into a network, and make predictions
based on the individual time steps of the sequence data

Time Steps

Observation
Dimension

Pr—

LSTM Layer Final
Initial | LsTRa LSTh LSTh LSTHRA LSTHhA
State ‘ "lounee [ umie [T ounie [ e ™ unit [ ™ e —™ unit U pdated

MATLAB EXPO 2018
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Deep Learning

Classification

o
°

ConvNets

C8

o

layers =

options =
net =

Define network architecture

[ imagelInputlLayer ([28 28
convolution2dLayer (5,20)
fullyConnectedLayer (10)
softmaxLayer ()

classificationLayer () 1;

Train the network.
trainingOptions (
trainNetwork( X, Y,

‘adam’
layers,

I

options );

Regression

% Define network architecture

[ imageInputlayer ([28 28
convolutionLayer (5, 20)
fullyConnectedLayer (1)
regressionlayer () 1;

layers =

% Train the network.
options = trainingOptions (
net = trainNetwork( X, Y,

‘adam’
layers,

11)

) g

options );

o
°

LSTM
NEW IS

o
°

layers =

options = trainingOptions (
net = trainNetwork( X, Y,

Define network architecture

[ sequencelnputlLayer (25)
lstmLayer (100)
fullyConnectedLayer (10)
softmaxLayer ()
classificationLayer () 1;

Train the network.
‘adam’
layers,

Iz

options );

% Define network architecture

[ sequencelInputLayer (25)
lstmLayer (100)
fullyConnectedLayer (1)
regressionlayer () 1;

layers =

% Train the network.
options = trainingOptions (
net = trainNetwork( X, Y,

‘adam’
layers,

bz

options );

MATLAB EXPO 2018

4\ MathWorks

35



CNN and LSTM Result

105

1.04

1.03 ,
1.02} " J W'
101 /A

0.99 -ﬁ“‘ ?

0.98 -

097 F

0.96
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11

108}

1.06

104}

102

098

Equity Curve

4\ MathWorks

09%
.
in3.58%
oo
i J
bt
e | ST
Buy -and-Hold
1500 2000 2500
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Data Analytics Workflow

Access and

Develop

Integrate Analytics

Preprocess Data

Predictive Models

Explore Data with Systems

MATLAB EXPO 2018

g R 8
Files Working with Model Creation e.g. Desktop Apps
Messy Data Machine Learning
- =S A|lB|C « it
1 s T ."lL_'|_ s
¥y g e “‘A
Databases Data Reduction/ Parameter Enterprise Scale
Transformation Optimization Systems
/”.«:' '_l-k,v s 1 MATI.AB Em:gl
‘- }--} MET
] -'/ / 2" = .exe C/C'H'
| Java Jdi
Sensors Feature Model Embedded
S S Extraction Validation Devices and
“\)
‘-.-":""_ .--1 -..___.:
® i R E i =) )=
N ad ¥ .
- = - aife ] D¢
L. S >
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Solution for Data Analytics

P— v -
e
e oy — . iy
j i | 4 -l et e
| Ollen004000000 1235 3651 6LS - = R
2 OLjen 2004 000000 327 1562 548 y — =
3 OLian 03000000 881 1507 541 AnTON A 9 ™ TOL e -3 o
M 0L lan 2005 030000  MaN 2440 5 a - - -
I OL Jen 2005 DA00O00  MaN 3434 S - — - -
b O1-1an 2004 050000 Maky 3449 o e | -
[ OLin2003060000 N S0 326 I e e e % =
B 01 Jan-2002 070000 NaN 1535 326 3 .an i
B OLen 0030E0000 30 159 S8 =l J ) —
ho 01-lan 2004 090000 1048  280m s4L J2L AW 0L MEu O IIM T —
153 01 lan J008 100000 3311 D8 e o

4\ MathWorks

Access and

Explore Data

MATLAB Analytics work
with business and
engineering data

MATLAB lets
engineers do
Data Science

Develop
Predictive Models

Integrate Analytics
with Systems

run anywhere

[ MATLAB Analytics ]

Repositories - - themseives
Communication Protocols
* Databases (SQL) « CAN (Controller Area Network)
* NoSQL + DDS (Data Distribution Service) o* Standalone
+ Hadoop * OPC (OLE for Process Control) # Application
* XCP (eXplicit Control Protocol)
File IO
« Text Real-Time Sources
+ Spreadsheet z?:nssors
« XML .
* Instrumentation
Web Sources : game'as‘ | . + Microcontrollers
. » Communication systems . .
. TSESLNI * Machines (embedded systems) Egg:hlps
. S
| HTML * Industrial automation
* Mapping
Scale + Cloud
* Web
* Cluster
MATLAB EXPO 2018 Loy
» Desktop

* Mobile
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Additional Resources

Documentation:

Documentation

= CONTENTS

Statistics and Machine Learning Toolbox

Analyze and model data using statistics and machine learning

Statistics and Machine Learning Toolbox™ provides functions and apps to describe,
analyze, and model data. You can use descriptive statistics and plots for exploratory data
analysis, fit probability distributions to data, generate random numbers for Monte Carlo
simulations, and perform hypothesis tests. Regression and classification algorithms let you
draw inferences from data and build predictive models.

For multidimensional data analysis, Statistics and Machine Learning Toolbox provides
feature selection, stepwise regression, principal component analysis (PCA), regularization,
and other dimensionality reduction methods that let you identify variables or features that
impact your model.

The toolbox provides supervised and unsupervised machine learning algorithms, including
support vector machines (SVMs), boosted and bagged decision trees, k-nearest neighbor,
k-means, k-medoids, hierarchical clustering, Gaussian mixture models, and hidden Markov
models. Many of the statistics and machine learning algorithms can be used for
computations on data sets that are too big to be stored in memory.

Getting Started
Learn the basics of Statistics and Machine Learning Toolbox

Descriptive Statistics and Visualization
Data import and export, descriptive statistics, visualization

Probability Distributions
Data frequency models, random sample generation, parameter estimation

Hypothesis Tests
t-test, F-test, chi-square goodness-of-fit test, and more

MATLAB EXPO 2018
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https://Iwww.mathworks.com/solutions/machine-learning.html

https://Iwww.mathworks.com/solutions/deep-learning.html

Examples

Functions and Other Reference
Release Notes

PDF Documentation

R2016b

Machine Learning with

MATLAB

Download a Free Trial of

Statistics and Machine Learning
Toolbox

Download trial

Engineers and data scientists work with large amounts of data in a

variety of formats such as sensor, image, video, telemetry, databases,

and more. They use machine learning to find patterns in data and to
build models that predict future outcomes based on historical data.
With MATLAB", you have immediate access to prebuilt functions,
extensive toolboxes, and specialized apps for classification,
regression, and clustering. You can:

+ Compare approaches such as logistic regression, classification
trees, support vector machines, ensemble methods, and deep
learning.

» Use model refinement and reduction techniques to create an

accurate model that best captures the predictive power of your
data.

Choosing the Best
Classification Model
and Avoiding Overfitting

»  Download white paper

Explore Products for
Machine Learning
Statistics and Machine Learning
Toolbox ™

Neural Network Toolbox™

Computer Vision System
Toolbox ™

Fuzzy Logic Toolbox™

39


https://www.mathworks.com/solutions/machine-learning.html
https://www.mathworks.com/solutions/deep-learning.html
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4\ MathWorks

Accelerating the pace of engineering and science

4\ MathWorks
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