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Andrej Karpathy — Building the Software 2.0 Stack (Spark+Al Summit 2018)
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https://www.youtube.com/watch?v=y57wwucbXR8
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IEEE Spectrum Andrew Ng: Unbiggen Al Q. Type to searc

Unbiggen Al>

INTERVIEW ARTIFI

Andrew Ng he Al pioneer says it’s time

for smart-siz&o=tirt= C” solutions to big issues

BY ELIZA STRICKLAND | go FEB 2022 | 18 MIN READ | [

https://spectrum.ieee.org/andrew-ng-data-centric-ai
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Machine health

Digital health



MATLAB BEXIPPO

UEEER]E]
LU BB —T0 5 REFRIR B R Al FH S BRAK ?

O Model Complexity
O Data Complexity
O Al Expertise




MATLAB BEXIPPO



MATLAB EXP

UBHRE AT LCHIATLEREGSLEFHINFE

Wiz — 3R LiENAAZE

2. B ETIIEERAE/NEEEAIMRE

3. BIRESHIESE, ESSSEmRY




MATLAB EX

I-ﬁ:]:i:

TR AN S S E4a 4 5=

MEFIEBFE I NHT

- Have dataset with labeled sound recordings
= One “healthy” class

= 7 different classes of faults

= 1800.wav files, 225 per class

Sound of healthy compressor

Sound of compressor with anomalies

bt

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
x10%

Example: Transfer Learning with Pretrained Audio Networks in Deep Network Designer



https://www.mathworks.com/help/audio/ug/transfer-learning-with-pretrained-audio-networks-in-deep-network-designer.html

MATLAB EX

R H matlab-deep-learning / L Notifications % Fork 23 Tr star 133
E ? !\5 i ‘*. *g |—L| ﬂ Eq 7ﬁ \) I I Q# MATLAB-Deep-Learning-Model-Hub  Public

<> Code () Issues 11 Pull requests () Actions M projects 0 wiki @ Security | Insights

Discover pretrained models for
2 davidwillingham Minar update to READMEmd ... Gdaysago {14  deep learning in MATLAB

Images initial commit 3 months ago & www.mathworks.com/solutions/de...

LICENSE Initial Commit 3 months ago Clzp il L omis)

pretrained-models
MATLABDeepLeanin... updating YOLOv4 and CRAFT to link the new... 9 days ago

matlab-deep-learning

[N} g
s} g
. - . [ READMEmd Minor update to README md 8 days ago
[ Readme
| | ) SECURITY.md Initial Commit 3 months ago
& View license
[ viewDeeplearningM.. Script for launching the Deep Leaming Mode... 2 monthsago | ¢y 133 stars

® 14watching
= READMEmd % 23 forks

MATLAB Deep Learning Model Hub Releases 2

P
© R2022a ( latest)

Discover pretrained medels for deep learning in MATLAB. 8 days 20
8 days

Models + 1release

https://github.com/matlab-deep-learning/MATLAB-Deep-Learning-Model-Hub

= Import it from a known 1F TensorFlow & Caffe2 O PyTorch
non-MATLAB repository Id Keras | \ I /'

—

Caffe

Microsoft
Cognitive
Toolkit


https://github.com/matlab-deep-learning/MATLAB-Deep-Learning-Model-Hub

#\ MATLAB R2022a — ®

HOME LOTS APPS LIVE EDITOR INSERT VIEW Jpdats 0 | & [F 2 M Search Documentation L
1= Compare Aa| Mormal [= = Refactor = Section Break
T Eeme g = H = g4 = F > o

MNew Open Save @Print M Go To i ool Text B I E M Code Control  Task P2} Run and Advance Run Step  Stop
- - * & Export * ~ [ Bookmark ~ =i = = 2 - # |Se 5ect|or1 =l Run to End
FILE NAVIGATE TE)(T_ CODE SECTION RUN x
< Ha & b C: » Users » gbunkhei » OneDrive - MathWorks » Documents » MATLABE » Examples » R2022a » deeplearning_shared » TransferLearningWithAudicMetworklnDeepMNetworkDesignerExample |2
Current Folder & | Command History (=] Live Editer - C:\Users\gbunkhei\OneDrive - MathWorks\Documents\MATLAB\Examples\R2022a\deeplearning_shared\ TransferLeamingWithAudioMNetworklnDeepMetworkDesignerExample\ TransferLearningWithAudioMNetworklnDeepMetw... @ X
Mame Size Date Madified | TransferLearningWithAudioMetworkinDeepMetworkDesignerExample.mlx |—|

.3

af] ([ai] [

E Live Script

£ Transf..425 KB 07/04/2022 .. Transfer Learning with Pretrained Audio Networks in Deep Network Designer

This example shows how to interactively fine-tune a pretrained network to classify new audio signals using Deep Network Designer.

Transfer leaming is commonly used in deep leaming applications. You can take a pretrained network and use it as a starting point to leamn a new task. Fine-tuning a network with transfer
leaming is usually much faster and easier than training a network with randomly initialized weights from scratch. You can quickly transfer learned features to a new task using a smaller
number of training signals.

This example retrains YAMNet, a pretrained convolutional neural network, to classify a new set of audio signals. This example requires Audio Toolbox™ and Deep Learning Toolbox ™.

Details ~
Workspace ® Load Data
N S Download and unzip the air compressor data set [1]. This data set consists of recordings from air compressors in a healthy state or one of 7 faulty states.
ads Ix1 audioData 1 url = 'https://www.mathworks.com/supportfiles/audio/AirCompressorDataset/AirCompressorDataset.zip';
adsTest 1x1 audioData 2 downloadFolder = fullfile(tempdir,'aircompressordataset');
adsTrain 1xT audioData |§ 3 datasetlocation = tempdir;
adsValidation 1x71 audioData %
a0 : ey 5 if ~exist(fullfile(tempdir, 'AirCompressorDataSet'), 'dir’')
datasetLocation C.\Users\gbur 6 loc = websave(downloadFolder,url);
il downloadFolder ~ 'C:\Users\gburl §} unzip(loc,fullfile(tempdir, 'AirCompressorDataset’)) I
tdsTrain 1x1 Transform 3 end
Sl Bl TrGﬂSform Create an dioDatast object to manage the data and split it into training, validation, and test sets
audioDatastore i ! i -
<[] url "https://www.n ) g P g
Command Window ®
fx >
< 5

M- Zoom: 100% UTF-8 LF script




Choosing the right model for transfer learning

Journal of

Sensor and
Actuator Networks

P

MDP|
~

Article
Comparison of Pre-Trained CNNs for Audio Classification
Using Transfer Learning

“Table 1. Selected CNNs.

NN Type Trainedin_ Numberof Layers _ Millions of Parameters
GoogleNet Image ImageNet 2 7
SqueezeNet  Image ImageNet 18 124
ShuffleNet  Image ImageNet 50 14
VGGish Sound YouTube 2 721
Yamnet Sound YouTube 28 37

Table 4. The classes, the number of files, and the file types of the selected datasets.

Dataset Classes Number of Files File Type
UrbanSoundSk 10 R wav
™ 0
Air Compressor 5 1500 wav

Eleni Tsalera '%, Andreas Papadakis > and Maria Samarakou * I

Classification accuracy per CNN per dataset

Training from Scratch vs. Transfer Learning

SUbunsoundil  BESCIO @ Ab Comprassor

o a2

feNet SqueezeNot ShuffieNet VGGIsh YAMNet

1o 10
%7
- e
ns nas
7

_ w17 875
I 897875 I I

NN

https://www.mdpi.com/2224-2708/10/4/72

Download @ Journal of Sensors and Actuator Networks

MATLAB BEXIPPO

Transfer Learning with models pre-trained on different types of data

Spectrum Sensing with Deep Learning to Identify

and LTE Signals
Network: ResNet-50 (Image segmentation)

Input: 256-by-256-by-3 images
Features: spectrogram of baseband waveforms

Rcelved Spectrogram

1
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Classify Time Series Using Wavelet Analysis and

Deep Learning
Network: GooglLeNet (Image object classification)

Input: 224-by-224-by-3 images
Features: cwt (scalogram) of ECG signals
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s w xe w w0 =0 «
cHE

7
i i \ t
N u—‘v}'\ ,.JL,J\\‘ [ k/"J Y

o e a0 o w0 o o
NSk

ARERNNER

o W 2o 3o w0 w0 o

11


https://www.mdpi.com/2224-2708/10/4/72

UBHRE AT LCHIATLEREGSLEFHINFE

W — 31 EFR

1 FRTINGABERFITITRES]

ABN4FIE]

3. BIHESHIE

MATLAB EXP

CRENAGIA

(IEFRAE/NEEENARRE

, ESCEAERKRY

12



MATLAB BEXIPPO

SEENEEMNRRESE

\

I
Nk
Y

R 24
< —F

13



SN 2 AF T X AL AR N 5 7%

Time (samples)

Reframe

(e.g. Buffer)

Time (samples)

Time (frame #)

To frequency

(e.g. FFT)

frequency (bin #)

MATLAB |

Time (frame #)

14
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- Have dataset with signals labeled by cardiologists

QRS

= 3 types of wave events
= 210 ECG recordings (total ~15 minutes)
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Example: Waveform Segmentation Using Deep Learning



https://www.mathworks.com/help/signal/ug/waveform-segmentation-using-deep-learning.html
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Recurrent
Neural

Network My

Segmented ECG

Time-frequency transform

frequency
-

Neural
Network

time ===»
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Recurrent
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Model size, signal patterns

1 |data cwt
224=224=3 images

Automated methodology
waveletScatterlng

|
= Sealing Function
Wavelet - Real Part
Wavelet - Imaginary Part

575

Application and signal type

mfcc
12 IP Ml “

1
10 f
9?\
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Test-based experiments

experimentManager

MATLAB BEXIPPO

signélFrequencyFeatureExtractor
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MathWorks Wins Geoscience Al GPU Hackathon . . .
The following post is from Akhilesh Mishra, Mil Shastri and Samuith V. Rao from MathWorks here to talk about their participation Da | h atsu U ses AI to C lass Ify E ng ne SOU n d S

and in a Geoscience hackathon. Akhilesh and Mil are Applications Engineers and Samvith is the Industry Marketing Manager
supporting the Oil and Gas industry.

Background
SEAM (SEG Advanced Modeling Corp.) is a petroleum geoscience industry body that fosters collaborations among industry,

government, and academia to address major Geological challenges. Their latest event was a hackathon (SEAM Al Applied

Geoscience GPU Hackathon) that sought to explore the use of Al to improve both qualitative and quantitative interpretation of Cha“enge

geophysical images of Earth's interior, and speed up the applications using NVIDIA GPUs. Deve]op an Al solution that can judge the level of engine

A tatal of 7 teams participated from all over the world, including corr ial ies (Chevron, Total, Petrobras) and a mix of knocking Sound, which OnIy skilled workers could judge
industry and university students. Each team was assigned a mentor who is an expert geoscientist working for a top oil and gas z

company. Solution

The Challenge Create classification models and easy-to-use interface with
Geologic interpretation of : - —— R —— MATLAB, making it possible to examine features multiple
industry. Seismic images times

summarized by the term *

and abandonment of undy Daihatsu used Al to identify knocking sounds from its

Key Outcomes

engines.
ofen colled sismic oS8 = Performed knocking sound analysis with the same "
Z:;:m;zi:::: ::: ‘ accuracy as skilled workers “Although we tried other programming languages, it
features. 1 = Increased Al expertise through MATLAB training was hard to implement. We decided to use MATLAB,
The problem statement of = Promoted visualization of Al and increased awareness which allows us to easily import the necessary data
automatically, producing | of Al by dragging and dropping, and we could easily see

up human interpretation.
The Data

We were given the followil
public and has been labels

the result by ourselves.”
- Takuya Kumagae, Daihatsu Motor Co., Ltd.

Link to case study

T

MathWorks Deep Learning Blog Post Daihatsu User Story

20


https://blogs.mathworks.com/deep-learning/2021/08/03/mathworks-wins-geoscience-ai-gpu-hackathon/
https://www.mathworks.com/company/user_stories/case-studies/daihatsu-uses-ai-to-classify-engine-sounds.html
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= Using transfer learning...

...or feature extraction with simple models...

...leads to requiring much smaller labeled datasets for model training

=) &
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Define accurate data labels Record and label new data via Apps and Hardware
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signallLabeler

Synthesize data via simulation

d vi2, {=] ) & QL )

fe 0 — Original Audio
) Augmented Audio
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MATLAB EXPO 2022 Talk — Honeywell Technology Solutions

Automating Audio Labeling Workflow Using Pre-Trained Deep
Learning Models for Voice Activity Detection

AUTOMATING AUDIO LABELING WORKFLOW USING
DEEP LEARNING FOR VOICEACTIVITY DETECTION

W
. BN

EXAMINING THE LABELING

014

RAMAKRISHNAN RAMAN VASANTHA SELVI PAULRA]
FELLOW LEAD EMBEDDED ENGINEER
HONEYWELL TECHNOLOGY SOLUTIONS HONEYWELL TECHNOLOGY SOLUTIONS

Track: Al in Engineering

24
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