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Approaching (Almost) Any Data Science Project

Data Preparation Al Modeling

||||||‘|| Data cleansing and % Model design and
preparation tuning

" s Hardware
@ Human insight =502 accelerated training

Simulation- -
generated data Interoperability

Simulation & Test

Integration with
complex systems

'Dﬁ System simulation

— X System verification
—+v/ and validation

MATLAB EXPO

Deployment

. Embedded devices

&; Enterprise systems

¢ Edge, cloud,
desktop
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Data preparation represents most of your Al effort

Amount of lost sleep over... | |
Challenges in data preparation

PhD Tesla  Variety, velocity and volume of data
=L B e s * Quality and quantity of data
annotation
« Leveraging domain expertise

 Lack of data

Source: Andrej Karpathy’s slide from TrainAl 2018

|
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MATLAB makes it easy to handle different data formats across industries

B W | g« & © @

Tabular Signal Text Image Video Audio LIDAR RADAR
Biomedical Geoscience /
Data Data \ —
/‘\ \
11| |LHE l
Seismic Data Well logs Energy Production
Microscopic Genetic Data
L
[ ——
Clinical Preclinical Satellite Imaging Downstream Ocean acoustics
PK/PD Data processing
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Reduce human supervision and development time

“Even though | had limited knowledge on Image

HYU n D H I processing and Deep Learning, | could successfully
s T E E L adopt deep learning for my project. With evaluation

support from MathWorks, we could prototype our

approach easily with limited time bound.”

= Created a custom labeling algorithm for
automatic labelling material

= Improved prediction accuracy using
deep learning

= Partnered with MathWorks to leverage
the full benefits of MATLAB

]
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Automated labeling apps save you weeks to months

Image Labeler

’ Ground Truth Labeler Medical Image Labeler
E—
Data Preparation | Explainability &Certification | Cloud Deployment |  Hardware Deployment
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Label data faster with automated workflows

‘ Image Labeler

- O X
LABEL LABEL PIXELS i b= = 0

E . VEW 'AUTOMATE LABELING s
ROI Label Definition 06_highway_cutin_20s26

Define New ROI Label

b Sky 2|
» Road i

j Scene Label Definition 1
EE: Define new scene label

|

To label a scene, you must first define a scene label.




MATLAB EXIPO
Label data faster with Team-based labeling

Setup Project with
Images and ROIs,

Define and Assign
Labeling Tasks,
‘ New Individual Project ‘ ‘ New Team Project ‘

Monitor Progress

? and Export Labels
Label Regions of Accept &
Interest (ROIs), PI’OjeCt Owner Reject Labels,
Submit for Review Submit
Sh ared Feedback

Data

MR

Labelers Reviewers

Data Preparation



Big Data with No Data?

Simulate rare system failures to avoid them in the real world
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App-based feature extraction and selection

Diagnostic Feature Designer App
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+»  Rotating Machinery Features

Compute features from rotating machinery signals h

Bearing Faults Features
Compute spectral features for bearing faults h

Gear Mesh Faults Features

Compute spectral features for gear mesh faults _

Extract, visualize, and rank features
Explore techniques without MATLAB coding
Handle out-of-memory data

Generate MATLAB code to automate tasks

Physics-based features for rotating machines

o Y e
Data Preparation | Explainability &Certification | Cloud Deployment |  Hardware Deployment
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Bharat Electronics Applies Al to Elevation Estimations from 3D Radar

Using MATLAB, the Regression Learner app, and the
Sensor Array Analyzer app, the Bharat Electronics team
was able to model more accurate and robust predictions of
target elevation angles from radar data.

Key Outcomes/Advantages:

= The Sensor Array Analyzer app enabled custom
sensor array design and visualization without requiring
extra time to code complex simulations for generating
data sets to train Al models

= The curve-fitting tool in MATLAB simplified the process
of calculating elevation angle estimates and delivered
a more accurate result

= The Regression Learner app evaluated data with
multiple regression methods in order to find the best fit
for accurate predictions

Link to user story

® o ®

EREEM for Elevation Estimation with -
N Selected Regression Model. BURAT ECTRONCS

Support Vector Machine
(Medium Gaussian)

W?‘—fﬂm

Complete workflow for the elevation estimation
with a selected regression model.

“With the help of Al, a lot more can be done. We
have found that if more data is not available, then
simulated data can also be generated with the help of

MATLAB.”
- Ram Pravesh, Bharat Electronics Limited

| AIModeling & Interoperability [ Cloud Deployment |  Hardware Deployment


https://www.mathworks.com/company/user_stories/bharat-electronics-applies-ai-to-elevation-estimations-from-3d-radar.html

| MATLAB EXPO

Interactive Apps for Al Workflow in MATLAB
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/ Model \

Improve Productivity with AutoML selection Litcauto/fitrauto

Decision Tree?
™ s . H er- I‘ praenedapahe] 1027, SVM?

» Productivity: build Saramater | S KNG
accurate models faster Optimization . “| Ensemble?

o NarrOW Ski” gap Minnbje::ﬁ\re:::\r?.Numberoffunctill:.me?'aluafinnsu S
between engineers and
data scientists

« Validate success of your | = .
“traditional” model | [
building i I !

0 1 & 3 4 5 6 7 ] 9 10 11

@ Function evaluations

I
| AIModeling & Interoperability [ Cloud Deployment |  Hardware Deployment
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Interactively design networks

DESIGNER

Analyzing the Deep Neural Networks | T
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GitHub - matlab-deep-learning X +

C 25 github.com/matlab-deep-learning/MATLAB-Deep-Learning-Model-Hub

P master + ¥ 1Branch O 5 Tags Q Go to file <> Code ~ About =

Discover pretrained models for deep
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} Images Adding a section called "Path planning with Motion Planni... 2 months ago @ www.mathworks.com/solutions/deep-lea..
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MATLAB Deep Learning Model Hub

Report repository

Discover pretrained models for deep learning in MATLAB.
Releases 4

Models © R2024a (Latest) -
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Compare models and tune hyperparameters with Experiment Manager

Experiment Manager

ERIMENT MANAGER

dly O open ~ ==| >
New H VE Layout Run
~ iz Duplicate ~

FILE ENVIRONMENT RUN

EXPERIMENT BROWSER
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PlusAugmentation
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Result2
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Experiment1

Description:

Classify digits, different learning rates and momentum, more epochs

Hyperparameter Table:

Name Values
mylnitialLearnRate [0.005 0.006 0.007 0.008 0.009 0.01-]
myMomentum 0.1*(5:9)

Setup Function:

Experiment1_setup1

Metrics:

Metric Function

oneAsSeven

®0e
EXPERIMENT MANAGER

Experiment Manager
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[ FirstTry =
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Result2 i
[ Resultt Trial Status Progress mylnitial... myMomen... Validation Acc... Validation Loss o Validation Accuracy (%)
1 & Complete I 100.0% 0.0050 0.5000 57.8000 1.2512
2 & Complete I 100.0% 0.0060 0.5000 59.0000 1.2348
3 & Complete I 100.0% 0.0070 0.5000 60.2400 1.2219 57.8000 66.0400
4 © Complete I 100.0% 0.0080 0.5000 61.2800 1.2123
= - .. — 0o P —— N o o
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12
1
Training Plot (Trial 1, Result1, Experiment1) _g 13
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Mercedes-Benz Simulates Hardware Sensors with Deep Neural Networks

Challenge

Simulate automotive hardware sensors with deep neural
networks

Solution

TRAINING

Use MATLAB, Simulink, Deep Learning Toolbox, and

Fixed-Point Designer to convert Qkeras deep learning e R g
models into code that can be deployed to an automotive

ECU

ReSU ItS . Automated workflow for deploying virtual sensors to
= CPU, memory, and performance requirements met powertrain ECU.
= Flexible process established
= Development speed increased 600% “This was the first time we were simulating sensors

with neural networks on one of our powertrain ECUSs.
Without MATLAB and Simulink, we would have to

use a tedious manual coding process that was very
Link to user story

slow and error-prone.”

- Katja Deuschl, Al developer at Mercedes-Benz
® o © 6

"~ DataPreparation | Al Modeling & Interoperability | Explainability &Certification |  Cloud Deployment |  Hardware Deployment



https://www.mathworks.com/company/user_stories/mercedes-benz-simulates-hardware-sensors-with-deep-neural-networks.html
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Hardware acceleration and scaling are critical for training

MATLAB accelerates Al training on GPUSs, cloud, and datacenter resources without specialized
programming.

{0} Preferences & @ % Community
e [ Set Path Add-Ons = Help 3 Request Support
~  |[lll Paraltel ~ - ~  [E Learn MATLAB

_ | Select Parallel Environment > RESOURCES
|
Select GPU Environment > NVIDIA
Discover Clusters... 1. NVIDIA RTX A5000
Memory: 23 GB, Multiprocessors: 64
Create and Manage Clusters... Last accessed: in the last 90 seconds.

Monitor Jobs
2. Quadro P620
Parallel Preferences... " Memory: 2 GB, Multiprocessors: 4 ®

Last accessed: in the last 10 seconds.

MTimes (double)
8000 T T

T T
=== Tesla V100-SXM2-16GB (selected)
—=+— Tesla P100-PCIE-12GB

Tesla K40c
7000 1| —s— Tesla k20c
—— TITAN Xp
—+— Geforce GTX 1080
—*— Host PC
—#— Quadro K620
—— Quadro 600

6000 -

vIiginu

GFLOPS
(higher is better}
& wu
(=] [=]
o (=]
o o
T T

w
=]
=]
=]
T

2000 -

1000 ~

10? 10° 10* 10° 10° 107 108 10°
Number of elements

©
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There Is a desire to explain, verify and validate Al in production

Al provides the best results = N gy

for many tasks Desire to put Al in prﬁodﬁct‘!ﬁiéoh in ai <l
J safety-critical situations

4
b ’,
| { ¥
| 4
g - |2
- - i I A
- P .
N = |
- \- e

Explainability &Certification
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Explainable Al facilitates informed decisions ¢
| 4

Unexplainable Al @ . Why did you do that?

Why did you not do that?

~_~ Black-box DeC|S|on = When do you succeed or fail?
l|||||||l Data | | =) % Al Product @ - When can | trust you?
- Al Model Recommendaﬂon- = How do I correct an error?

Feedback \

Explainable Al
‘ I = | understand why
| know why you succeed or fall

| understand why not
eXpIalnabIe eXpIalnabIe Decision ® .
| |I| I Data =>
Al Model Al Product Recommendatlon- - | know when to trust you

Explanation - | know why you erred
—_
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Musashi Seimitsu Industry Uses Deep Learning for Visual Inspection
of Automotive Parts

1

Using camera connection,
preprocessing, and various
pretrained models in MATLAB
enabled us to work on the
entire workflow. Through
discussions with consultants,
our team gained many tips for
solving problems, growing the
skills of our engineers.

’)

Class Activation Mapping

How XAl was used:

Estimate and visualize the defect area
using Class Activation Mapping

° o O

© ©

— Explainability &Certification
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A taxonomy of Explainable Al

Explainable Al

Global
( ) .
Interpretation
Global
. J
Local
( | Interpretation
Local
. J

Explainability &Certification
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A taxonomy of Explainable Al

Explamable a Post-hoc: Explain model behaviour post-
| training

| s. Partial __ LIME
i ' Dependence Plot =- Shapley values
Stage Individual KNN
Conditional Exp Fuzzy Logic
( ) . eye .
Occlusion Sensitivity, CAM,
Pre-model Grad-CAM, Activations
. J — L
Prediction: Adults
f \ i
Intrinsic .
L J \
4

~[ Post-hoc ]
0 ) o O

Explainability &Certification _



https://www.mathworks.com/help/predmaint/ref/diagnosticfeaturedesigner-app.html?searchHighlight=diagnostic%20feature%20designer&s_tid=srchtitle_diagnostic%2520feature%2520designer_1
https://www.mathworks.com/help/predmaint/ref/diagnosticfeaturedesigner-app.html?searchHighlight=diagnostic%20feature%20designer&s_tid=srchtitle_diagnostic%2520feature%2520designer_1

| MATLAB EXPO
A taxonomy of Explainable Al

Explainable Al

Model-specific: leverage the inner
|7 workings of the model to explain results. |
Occlusion Sensitivity, Regression
@ CAM, Grad-CAM,
Activations Tree Models M Odel
Naive Bayes ?g\/oo Clustering
: ( )
— Model-agnostic: analyze the feature input Model-specific
space and its relationship with the output. \ y
i \Iﬁ Feature engineering and r A
| UL X selection, statistical methods Model-agnostic
i \ J
% Partial dependence, LIME,
: Shapley values, Fuzzy logic,
— KNN
[
|
o e ® e O

Explainability &Certification _
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Different Explainability methods Cocal metods.

Regression .
egressio |I_ Predictor Importance
- (trees & ensemble)

Tree Models

Occlusion Sensitivity
CAM, Grad-CAM,
Activations

Model-specific

% Partial Dependence Plot
7 Individual Conditional Exp

LIME

== Shapley values

- KNN
: Fuzzy Logic
5} y LOQ

}
-
O
>

O
=
0N
@)
c
o)
¥
Q
o
@)
=

© © ) ®
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Start explaining your Al model with Golden References Today
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Grad-CAM: Road

Test image
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Image LIME (golden retriever - top 4 featuras)

Understand Network
Predictions Using LIME

Use locally interpretable model-
agnostic explanations (LIME) to
understand why a deep neural

network makes a classification

and more...

MATLAB EXPO

MATLAB

Deep Learning

mathworks.github.io

Cp https://www.mathworks.com/sclutions/deep-le...

l Image Data

Accuracy

| Predict Prediction Explainer

{4 Understanding Network Predictions for Image Classification (UNPIC)

\ Features | +-SNE

- 0 X

’ Visualize which paris of an image are most important for classification. Visualize for a chosen image file, or a random image from the test data.

| Random Image |

Choose image file:

Random image from class | french fries

True class: french fries

v

| Occlusion Sensitivity

Grad-CAM Gradient Attribut >

Grad-CAM uses the gradient of the classification score with
respect to the convolutional features determined by the network
to understand which parts of the image are most important for

classification.

Select a target class to see which parts of the image are most

important for that class.

Grad-CAM Settings

Target class:

Feature map:

| Help |

| french fries v |

| inception_5b-output v

Display Grad-CAM

e [ ' 4
. ]
Explainability &Certification _



https://www.mathworks.com/help/deeplearning/ug/gradcam-explains-why.html
https://www.mathworks.com/help/deeplearning/ug/understand-network-predictions-using-occlusion.html
https://www.mathworks.com/help/deeplearning/ug/interpret-deep-network-predictions-on-tabular-data-using-lime.html
https://www.mathworks.com/help/deeplearning/ug/visualize-image-classifications-using-maximal-and-minimal-activating-images.html
https://www.mathworks.com/help/deeplearning/ug/explore-semantic-segmentation-network-using-gradcam.html
https://www.mathworks.com/help/deeplearning/ug/investigate-spectrogram-classifications-using-lime.html
https://www.mathworks.com/help/deeplearning/ug/visualize-features-of-lstm-network.html
https://www.mathworks.com/help/deeplearning/ug/deep-dream-images-using-googlenet.html
https://www.mathworks.com/help/deeplearning/ug/view-network-behavior-using-tsne.html
https://www.mathworks.com/help/deeplearning/ug/understand-network-predictions-using-lime.html
https://github.com/matlab-deep-learning/Explore-Deep-Network-Explainability-Using-an-App
https://github.com/matlab-deep-learning
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Industries are making progress on verifying Al in systems and its inevitable
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Statistical changes in the input data may decrease a model’s predictive or

classification accuracy.

/
- W

Distribution of Temperature Data, " Distribution of Temperature Data
12 ; ; ; . . ' T T ' ' '
EEurope 0 Europe Europe

10} - T Addis Ababal 10} =Addis Ababa
S | X gl L . < =Novosibirsk
= y=t >
= 6f = 6 2 6l
e 8 2
8 2 " g
o 4t 9 4r i b o 4l
& ~ 1 &

0 0 ol e

5 0 5 10 15 20 25 -5 0 510 15 20 2% 30 3 T m 0 10 2 30
‘ aTernperafetll‘e (°C) ‘ 6 Temperature ( C)e @ Temperature (°C)

" DataPreparation | Al Modeling & Interoperability | Cloud Deployment



| MATLAB BXIPPO

Prompt calibration and model evaluation produces better models and
more accurate decisions.

Development Operations
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Understanding the lifecycle of a machine learning solution lets you
know if you've automated all of it.
Operations

ML Ops
E‘[:I'

© ® 6 E%

| _________________ | _____________________________________________| |
" DataPreparation | Al Modeling & Interoperability | Cloud Deployment




| MATLAB EXPO
Lots of Moving components and need a strong template to get started
("“\ )
( “AutoML” | EEEEEEE——— | -
e T X
| S (x)

_______ DESIGN DEPLOY
N %,
OPERATE
Development deé' Operations
Q.
BUILD A
&
OQ?O*
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Model-based 7 ~N
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P o o
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Al Deployment on Enterprise Systems

Simulink
— i

Simulink

A e o

Client Libraries VYA
Microservices

|
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One Codebase — Many Embedded Deployment targets
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How to Optimize Further?

» Use the GPU Coder
Performance Analyzer to profile
the generated CUDA code

* |dentify bottlenecks &
opportunities to optimize
performance

* Use bidirectional traceability to
map to/from CUDA code back to
MATLAB code

* Helps you to understand how

CUDA kernels are created from
your MATLAB algorithms

Insights

‘Profiing Timelne

GPU Activities CPU Activities
e Overhead
.
Kernel Wait for GPU

GPU Utilization: 76%

CPU Overhead: 23%

MATLAB EXPO

Event Statistics

Type Kernel
Name feature_matching_kernel2
Start time 1.209344 ms
End time 1.253440 ms
Duration 0.044096 ms
Launch Params
Grid size [261,1,1]
Block size 512, 1, 1]
Total threads 133.63 K

Shared memory 0 Byte
Registers per thread 16

0ms 05ms 1ms 15ms 2ms 25ms 3ms 35ms 4ms 45ms 5ms 55ms &ms 65ms
— —J - ..
- [ ] NN
13ms 135ms 14ms 1.45ms 15ms 1.55ms 16ms 165ms 17ms 175ms 18ms
Functions | feature_matching
Loops feature_matching_loop_0
Type: Kemel
Name: feature_matching_kemel6
13 1
CPU (ms): et
16 17
GPU (ms): g
CPU Overhead f. e feature w01 Tgawar:.  feature .. feature. feature_m... fe.. matri... fe... f. f... featu.. WaitForGPU
GPU Activities feature_... feature_matchin... feature_matching_kemeld feature_matc...  feature_matching... feature_ma...
[ fog_reciification. m fog_rectification.cu [422] e fog_rectification m [1]| » [ fog_rectification cu
1 function fout] = fog rectification(finput) %#codegen 753 // Changing the precision level of inpat image to d +
2 » ) 754 cudaMemcpy (*gpu_input, input, 921600ULL, cudaMemcpyH
3 % Copyright 2017-2019 The Mathworks, Inc. 755  fog rectification kerneli<<<dim3(18eeu, 1U, 1U), dim
4 756 *gpu_input, *b_gpu_input, *gpu_restoreout);
5 coder.gpu.kernelfun; 757 // Dark channel Estimation from input
® . . . 758  // diff_im is used as input and output variable for
7 % restoreout is used to store the output of restoration 759  fog_rectification kernel2<<<dim3(600U, 1U, 1U), dim3
& restoreOut = zeros(size(input), 'double’); 760~ *b_gpu_input, *gpu_diff_im, *gpu_darkcChannel);
9 » ) . . 761 // 2D convolution mask for Anisotropic diffusion
1@ % Changing the precision level of input image to double 762 // Refine dark channel using Anisotropic diffusien.
11 input = double(input)./255; 3 ffor (idx = @5 idx < 3; idx++) {
1z ) . fog_rectification_kernel3<<dim3(605U, 1U, 1U), di
13 %% Dark channel Estimation from input " gpu_expanded);
’i; darkchannel = min(input,[1,3); fFo&'r‘ec‘tiFimtion_kerne]A(«dim3(lﬁaeu, 1U, 1U), di
i diff_im, *gpu anded)
16 % diff_im is used as input and output variable for anis mﬁ@rﬁmlfgg"a&x& b, ;;ULL, QULL, cudaMe
17 diff_im = @.9%darkChannel; hfFogLr'erztif”-itat:‘Lon_kar'nel!i(<t<&:li.m:«!“il‘5u, 20U, 1U), di
12 num_iter = 3; gpu_expanded, *gpu_diff_im);
20 % 2D convelution mask for Anisotropic diffusion }72 // Reduction with min
21 hn = [0.0625 ©.1250 ©.0625; 0.1256 ©.2500 0.1250; ©.062 773 // Parallel element-wise math to compute
22 hN = double(hN); 774 /[ Restoration with inverse Koschmieder's law
23 X X o X 775  fog_rectification_kernelé<<<dim3(660U, 1U, 1U), dim3
24 %% Refine dark channel using Anisotropic diffusion. 776~ *gpu_diff_im, *gpu_darkchannel);
ffor t = n_iter —— 777 fog_rectification_kernel7<<<dim3(600U, 1U, 1U), dim3
= m‘ 778  *b_gpu_input, *gpu_darkChannel, *gpu_diff_im, *g
e 779  fog_rectification_kernels<<<dim3(18eeu, 1u, 1U), dim
28 X 780 *gpu_restoreOut, *b_gpu_restoreQut);
29 %% Reduction with min 781 //
30 diff_im = min(darkchannel,diff im); 782 // Stretching performs the histogram stretching of
3 e s 783 // im is the input color image and p is cdf limit.
32 diff _im = @.6%diff im ; 784 // out is the contrast stretched image and cdf is t
33 . . ctrl - 785 // density function and T is the stretching fun
X » 786 »

Hardware Deployment
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|
Analyze and Find Issues in Deep Learning Network for
Code Generation

Use analyzeNetworkForCodegen function 4\

targetLibraries = {'none','arm-compute','arm-compute-mali’,...

'mkldnn’, 'cmsis-nn', "cudnn', ‘'tensorrt'};

S = analyzeNetworkForCodegen(dlnet,TargetLibrary = targetlLibraries);

 Detects issues

* including unsupported layers for code generation, Supported etworkbisgnostics
network issues, built-in layer-specific issues, and
issues with custom layers S e
arm- pute-mal "No" "Found 1 issue(s). View network diagnostics." "Found 2 unsupported layer type(s). View
kld "Yes "
cmsis-nn "No" "Found 1 issue(s). View network diagnostics." "Found 2 unsupported layer type(s). View
cudnn "Yes "
* Requires MATLAB Coder Interface for Deep
Learning Libraries and GPU Coder Interface B R R——
for Deep Learning Libraries Support Packages
ans=4x3 table
Layeriame LayerType Diagnostics
* Analyze Network for Code Generation
“add" "AdditionLayer" "Unsupported layer type."
"relu_bodyl" "RelLULayer" "Unsupported layer type."
"relu body3" "ReLULayer" "Unsupported layer type."
"output2" "RelLULayer" "Unsupported layer type."
& ® g 0 6 ©
]

® (&) %) €
.|



https://www.mathworks.com/matlabcentral/fileexchange/68612-matlab-coder-interface-for-deep-learning-libraries
https://www.mathworks.com/matlabcentral/fileexchange/68612-matlab-coder-interface-for-deep-learning-libraries
https://www.mathworks.com/matlabcentral/fileexchange/68642-gpu-coder-interface-for-deep-learning-libraries
https://www.mathworks.com/matlabcentral/fileexchange/68642-gpu-coder-interface-for-deep-learning-libraries
https://www.mathworks.com/help/coder/ref/analyzenetworkforcodegen.html
https://www.mathworks.com/help/coder/ug/analyze-network-for-code-generation.html
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Coca-Cola Develops Virtual Pressure Sensor with Machine
Learning to Improve Beverage Dispenser Diagnostics

Simulink Code for

Using MATLAB and Simulink, Coca-Cola designed and e pudosense
deployed a machine learning algorithm that serves as a I
virtual pressure sensor, improving field diagnostics and =
eliminating the need to retrofit 10,000 Freestyle beverage :

dispensers with costly sensors. l uocode
Key Outcomes/Advantages: e A B
= Transformed a standard flow control module into a | Pumeonime | FRE  eaares

diagnostics-capable smart component
.. . . Modeling, depl t, and testi f a virtual
= Eliminated the need to retrofit thousands of existing (“pesudo”) preseure semsor.
dispensers with costly sensors

= Achieved up to 91% accuracy in pressure predictions With the help of MathWorks, the team was able to
reduce the footprint of this code so that it will fit nicely

in the ARM-Cortex M microprocessor. It has

transformed the flow control module into a smart
Link to user story Component

——— F—


https://www.mathworks.com/company/user_stories/coca-cola-develops-virtual-pressure-sensor-with-machine-learning-to-improve-beverage-dispenser-diagnostics.html
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' Deploying Al is difficult

Four specific challenges

 Integrate Al model with an Embedded systems

 Fit large Al models on limited hardware memory

* Error-free Code Generation

* Achieving Real-Time Performance post-deployment

Al Compression Techniques

£ 6 o 9

& © ) ® 4] g €
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' Minimize model size and speed up inference for deploying Al models

Reduce memory and power needs of deployed models Accuracy

;
Quantization
&
Convert learnable from floating point to fixed point gn.ﬁ - .
_ <
Pruning
i 0
Remove unimportant parts of the network Original Projected  Fine-Tuned Projected
Projection <10* Number of Learnables
Perform principal component analysis to identify redundancies %4
ca
g g
R 5 2
%300 E
gbzon 'E 9
210} =
i .- o]

Classification Object Detection Semantic Segmentation l:!'rig inal P rDjEEtEd Fine-Tuned P rDjEEtEd

2 sof
£
Q
Q
<
0

Classificatio Object Detection Semantic Segmentatio

[ Original Network _P uned Network

& © ) ® o g € 6 © 9
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Reduce model footprint and accelerate inference of DL models for
deployment to the edge

(oo @ o) @ o ) ot CEDon
m==) Pruning ss==) Projection sss=) Quantization m===) Code Generation ) @

40 20 4o Low Medium Target
= 30 5_\\ 0 /) (®) ARM CPU
= . . 4 \"n
20 | |-80 Offe | / o High (") GPU (CuDNN)
- k. y
501~ 10 g0 N (OFPGA

“model is 600kb and want to
reduce it to 300kb. if I'm not fitting

“original [network] was 40MB, was told
needed to be less than 10MB to fit.” ‘l. it in, I don’t have a working solution”
o ©
R e
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