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As Al use rises In production, there Is a growing need to explain,
verify and validate model behavior in safety-critical situation
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Challenges in Verification and Validation of Al-enabled Systems
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Critical System Certification

?
WHEIRES
Certification?

Formal guarantee that the system
meets safety and reliability standards

Software Certification
standards

Ensure that the software development
follows state-of-the-art processes

examples
Aviation Automotive
DO-178C ISO 26262

Medical Devices Railway:
EC 62304 EN 50128

5 e

What do standards
cover?

Verification & Validation:
ensure systems meet requirements

Lifecycle management:
from design to maintenance

Criticality classification:
failure impact-based

Traceability & documentation & testing
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Industries are making progress on verifying Al in systems through
whitepapers, standards and planning

Automotive

« ICS < 43 < 43.040 < 43.040.10

ISO/CD PAS 8800

Road Vehicles — Safety and artificial intelligence

Abstract

This document defines safety-related properties and risk factors impacting the insufficient performance
and malfunctioning behaviour of Artificial Intelligence (Al) within a road vehicle context. It describes a
framework that addresses all phases of the development and deployment lifecycle. This includes the
derivation of suitable safety requirements on the function, considerations related to data quality and
completeness, architectural measures for the control and mitigation of failures, tools used to support Al,
verification and validation techniques as well as the evidence required to support an assurance argument
for the overall safety of the system.

General information

Status : Under development

Edition : 1

Technical Committee : ISO/TC 22/SC 32 Electrical and electronic components and general system aspects

ICS : 43.040.10 Electrical and electronic equipment | 43.040.15 Car informatics. On board computer
systems

Aerospace

0 20230626 INTERNATIONAL. EUROCAE
Process Standard for Development and Certification/Approval of
Aeronautical Safety-Related Products Implementing Al ARP6983

This document discusses guidelines for the development of Aircraft Systems leveraging Al
capabilities, taking into account the overall aircraft operating environment and functions. This
includes validation of requirements and verification of the design implementation for
certification and product assurance and guidelines with the assessment of safety. It provides
practices for showing compliance with the regulations and serves to assist a company in
developing and meeting its own internal standards by considering the guidelines herein.

/ 2021 2023 2025 2026 2028 2029 \
First usable Guidance for ~ Guidance Finalized Finalized  Adapt
guidance for  Level 2 AI/ML for Level 3 Al  guidance guidance  to further
Level 1 AI/ML  (human/ (advanced for Level 1 for Level 3  innovation
(assistance machine automation) and2AI/ML  AI/ML inAl

to human) teaming) /l/l//
Phase llI: pushing barriers
> consolidation
éﬁl'liil@lllﬁl

= S L T 5=
P :

DELIVERABLES

PROGNOSTIC

GAKEHOLDERS Al ROADMAP

s )

European Aviation Safety Agency Al Roadmap

Medical Devices

‘ Q, Search | ‘

« Software as a Medical Device (SaMD)

Artificial Intelligence and Machine Learning

(Al/ML)-Enabled Medical Devices

October 5, 2022 update: 178 Artificial Intelligence and
Machine Learning (AT/ML)-Enabled Medical Devices were
added to the list below. With this update, the FDA has also
added the ability to download the list as an Excel file.


https://www.easa.europa.eu/en/newsroom-and-events/news/easa-artificial-intelligence-roadmap-20-published
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Al Certification Certifying DAL D
in Airborne Systems: A Case Study: Towards DAL C
Overview Runway Sign Classifier




Al Certification
in Airborne Systems:
Overview
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Why Certifiable Al in Aviation?

MATLAB BXIPPO
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Runway detection

Cockpit voice

recognition
Collision Single pilot
avoidance operation

Autonomous flight



What is DO-178C?

MATLAB BXIPPO

DO-178C: Aviation software standard published by the Radio Technical
Commission for Aeronautics (RTCA) o --

Guidance for software design in aircraft, helicopters,

UAVSs, and spacecratft.

Defines five software levels based on safety impact.

Long Service History
(1982-2023)

Built trust

Level Failure condition
A Catastrophic
B Hazardous
C Major
D Minor
E No Safety Effect
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Why is Machine Learning Certification a problem?

Several DO-178C objectives cannot be directly applied to software with a
Machine Learning component.

-Q| DO-178C?

How can we certify Machine Learning component against

How can we build trust in new verification methods for
®_  Machine Learning?
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Industry and Regulators are making significant progress for Machine

Learning Certification in Aerospace

HIEASA ~

HEASA Aviation Auteland
Feper
Concepts of Design Assurance
for Neural Networks (CoDANN) 11

EEASA -

Machine Learning

ARTIFICIAL INTELLIGENCE
ROADMAP 2.0

2021 2023 2025 2026 2028 2029
First usable Guidance for  Guidance Finalized Finalized  Adapt
guidance for  Level2 AI/ML for Level3 Al  guidance guidance  to further
Level 1 AI/ML  (human/ (advanced for Level 1 forLevel3 innovation
(assistance machine automation) and 2AlI/ML  Al/ML in Al
A to human) teaming)

53 [

E ]

28 : : i |

8 ; _Phasg I: explorstion and Pr}:asrenlelzvﬁ)lflf(m E Phase Ill: pushing barriers

3 .a.. first guidance development corcolidafion E @

# | L | # 1 1T 1 # | # |

o) 2020 2021 2022 2023 2024 2026 2027 2028 2029 2030 2040

T

=1

2o 201 2025 2035 2050+

W s First EASA Al/ML First approvals First approvals Autonomous Al,

< O IPCs & applications of Level 1 Al/ML of Level2/3AAl  e.g.in CAT

EE e.g. CAT SPO or or U-space

automated CDR operations

Sources: easa.europa.eu, eurocae.net, faa.gov
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https://www.easa.europa.eu/en/document-library/general-publications/concepts-design-assurance-neural-networks-codann-ii
https://www.easa.europa.eu/en/document-library/general-publications/concepts-design-assurance-neural-networks-codann
https://www.easa.europa.eu/en/newsroom-and-events/news/easa-artificial-intelligence-roadmap-10-published
https://www.easa.europa.eu/en/downloads/137928/en
https://www.easa.europa.eu/en/document-library/general-publications/easa-collins-aerospace-ipc-project-formula-formal-methods-use
https://www.easa.europa.eu/en/downloads/137631/en
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MathWorks is playing an active role in working Group (EUROCAE
WG-114 /| SAE-34) for ARP6983

G-34/WG-114 Leadership

‘Y B

INTERNATIONAL. EECISISRNE

G-34/WG-114 Executive Committee

m 2023-06-26

Process Standard for Development and Certification/Approval of

G 34/WG 114 Virtual Plenary Meetings Cross Communication Aeronautical Safety-Related Products Implementing Al ARP6983
SG1 - Airborne & Ground Applications ‘ This document discusses guidelines for the development of Aircraft Systems leveraging Al
ggg - ":A’”E Bata} Mag:ilgepfw'ent'& Validation capabilities, taking into account the overall aircraft operating environment and functions. This
aod . ML | esign & Verification =~ includes validation of requirements and verification of the design implementation for

- mplementation & Verification ; . - . .
SG5 - System & Safety Considerations for ML certification and product assurance and guidelines with the assessment of safety. It provides
SG7 - Process Considerations (Planning, Config. Mgmt., Quality, practices for showing compliance with the regulations and serves to assist a company in
Levelling, and Certification/Approval) developing and meeting its own internal standards by considering the guidelines herein.
Established in 2019. Over 500 members In progress

Complementary to DO-178C
‘l MathWorks Expected to be published

AIRBUS

@ﬂﬂflﬂﬂ

BAEASA

European Aviation Safety Agency

11
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Traditional Software vs Machine Learning Systems

Machine Learning Systems

Traditional Software

Code definec behavior Rely on (earned parameters

Inpute and outputs are clear
Code execution pathe are known and fixed

Tecting + High code coverage are key to minimize rick of buge Robustnece Dependent on:

T fo
== |
2 Lesming Algorithms

Certification ol

Generalization
12

focus
Shift
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How big Is the gap between Machine Learning and traditional
software development?

A|B| Requirement: "Maintain altitude change within £10 feets."

if (altitudeSensor > 10) && (altitudeSensor > sensorValue)

command = "decrease _altitude"; Ih,buts’ ﬁ ﬁ Oatputg

else
command = "increase_ altitude"; . « Increase »
Altitude Sensor Data
end or
« Decrease »
N Hidden layere altitude
Rule-based ; . Data-driven
\, J
— r ) DO-178C: 15 out of 71
Incompatible objectives*
\ J
© w
\, J

13

(*) AIR6988 “Atrtificial intelligence in aeronautical systems. statement of concerns.” EUROCAE, Tech. Rep., 2021
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Can we certify Machine Learning now?

Step #1: DAL D ML Workflow Incremental Certification Approach for Low-Criticality ML Systems*

Failure Category Software DO-178C Objectives
Level (DAL)

= Black-box approach
- Based on existing standards

Catastrophic DAL A « 71 objectives

— DO-178C, ARP4754, DO-254 30 require independence
Hazardous DAL B * 69 objectives

- 18 require independence

o Existing standards + 5 require independence

. Architectural mitigator —-—u

= ML-specific novel VnV No Safety Effect * No required objectives

* K. Dmitriev, J. Schumann and F. Holzapfel, "Toward Certification of Machine-Learning Systems for Low Ciriticality Airborne Applications," 2021
IEEE/AIAA 40th Digital Avionics Systems Conference (DASC), San Antonio, TX, USA, 2021 14
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DAL D Black Box Approach

- DAL D: the origin of the source and object
code does not matter

Black-box verification satisfies all objectives

High-level software

(or system) "
+ Requirements

Software
Architecture

DO-178C Compliance Analysis

Tests for ngh-LeVB| DO-178C 7/ DO-331 Objectives ‘ Software Levels ‘ Analysis
Requirements : : AlslclDlE — ,
1 | High-level requirements (HLR) | x x| x| = In the proposed ML workflow, a trained NN is provided from system level to software
A are developed. life cycle as Design Model, from which source code can be directly developed. In this
M L m0de| (S) case, as discussed in DO-331 MB.6.1 .3, "the guiduqce related to high-le\'el requir?men!x
should be applied to the requirements from which the model is developed.” This
objective can be achieved by developing system requirements specifying functional,
Non'M I_ operational, performance, and other applicable characteristics in traditional (e.g., textual)
S C d form using the applicable DO-178C guidelines for high-level requirements.
ource Lode 2 | Denived high-level requirements | x x | x X In the same manner as for the previous objectives, to achieve this objective, DO-
are defined and provided to the 178C guidelines for derived high-level requirements can be applied to system level
ML system processes, including the requirements (from which then ML model is developed) expressed in traditional form.
system safety assessment.
Source Code 3 | Software architecture is devel- | x X X X The s(vl'(“‘urc urchilcclur_c dclinq the .\’ol_'l\\'ur_n: components and th‘il? interfaces to enable
oped. appropriate grouping of the software functions. Given that a typical ML component
COTS Object (NN) is composed of simple sequential arithmetic operations, we assume that there is
no need for an architectural breakdown of the ML function and it can be arranged as
COde a single ML component. However. this objective still applies to traditional software
components, which integrate with ML component and can be achieved using the
applicable DO-178C guidelines for software architecture.
Integ rated 4 | Low-level Requirements are de- | x x | x This objective does not apply to Level D and is excluded from the analysis.
. veloped.
ObJeCt COde 5 | Derived low-level requirements | x X X This objective does not apply to Level D and is excluded from the analysis.
are defined and provided to the
system processes, including the
system safety assessment.
DAL D "B|aCk BOX" 6 | Source Code 1s developed X x| x This objective does not apply to Level D and is excluded from the analysis.

7 | Executable Object Code and Pa- | x X X X Activities for production and loading of executable object code and PDI files are not
rameter Data Item (PDI) Files, if different between traditional software and ML components, DO-178C guidelines can
any, are produced and loaded in be directly applied to achieve this objective.
the target computer.

15
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W-shaped development process adapting the classical V-shaped
cycle to ML applications

(Sub)system
requirements

& design

(Sub)system
requirements
verification

Requirements Al/ML
allocated to constituent
Al/ML requirements
constituent verification

Independent
Data data and

management learning
verification

Learning Learning Inference model
process process verification &
management verification integration

Model Model
training implementation

Source: EASA Concept Paper Proposed ISSUE 02 ‘First usable guidance for Level 1&2 machine learning applications 16
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W-shaped development process can coexist with V-shaped cycle for
non-ML components

(Sub)system (Sub)system
requirements requirements
& design verification

Requirements Non-ML items
Requirements allocated to requirements Al/ML

allocated to non-ML items verification constituent
Al/ML requirements

constituent verification

Independent
Data data and

management learning
verification

Learning Learning Inference model
process process verification &
management verification integration

Model Model
training implementation

Traditional ltem
SW/HW containing ML components

SR * non-ML componerts

Source: EASA Concept Paper Proposed ISSUE 02 ‘First usable guidance for Level 1&2 machine learning applications 17




Agenda

e ERE -

Certifying DAL D
A Case Study:
Runway Sign Classifier

MATLAB BXIPPO
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Case Study

Runway Sign Classifier: Certify

RUNWAY SIGN
CASSIFICATION

an Airborne Deep Learnin

MATLAB BXIPPO

g System

SIMULATION

DEBUG MODELING

FORMAT

APPS SWITCH

Video Viewer

B File Tools View Simulation Help ~
3 | dm Toen - uE - Stop Time = @A = RO aaw@
e b‘ & A (O AORp= "}
Project | New Library Signal N Pause Stop Data Logic Bird's-Eye  Simulation =
g @ nnt: > | Browser Table : Inspector  Analyzer Scope Manager
PROJECT FILE LIBRARY PREPARE SIMULATE REVIEW RESULTS =
¥ SL_hamess_00D =
g © [[Pa]SL_harness 00D » v
fla
&
=+
(=]
=
m] Informational —
Trustworthy Untrustworthy
Mandaion, IS0
Trustworthy Untrustworthy
-
Dote Moy Visualizaton
Annotation
Data Acquisition
7] e
£
Runtime Monitor
»
Running: pacing active View diagnostics 119% T=1500 W 2% FixedStepDiscrete _|Running RGB:128x128 | Magnification: £02%  T=15.000

19



MATLAB BXIPPO

Case Study

Runway Sign Classifier: Certify an Airborne Deep Learning System

yclem

Preprocess
Scaling

Camera

o 2

128x12
DNN

Yolo
Transform

Content
Detector

Bounding
Box Crop

Mx6

Sign

Content

| ML Component

Help Center

= CONTENTS
« Documentation Home
« Al, Data Science, and Statistics

« Deep Learning Toolbox
« Deep Learning Fundamentals
« Visualize and Verily Deep Neural Networks

« Verification

Verify an Airbome Deep Learning
System

Data Management

Leaming Management and Network
Training

Model Implementation
References

See Also

Related Topics

Deep Learning Toolbox Example

Search Help

Documentation ~ Examples ~ Functions  Blocks ~ Apps

Verify an Airborne Deep Learning System
Since R2023b

This example shows how to verify a deep leaming system for airborne applications. You explore a case study of a runway sign
classification (RSC) system that receives images from a forward-facing camera, and then detects airport runway signs in those images
using object detection networks. This figure summarizes the system

Yolo
Transform

DNN a

Camera

You compare the performance of each network and, for the network with the best performance, you generate code for CPU and GPU
targets. Finally, you compare the performance and inference speed of the original network and the generated MEX files.

This example is based on the work in [5], which includes the development and verification activities required by DO-178C [1],
ARP4T54A [2], and prospective EASA and FAA guidelines [3,4]. In this example, you carry out deep-leaming-specific activities that
support certification against these standards. To verify that the system complies with the full aviation industry standards and
prospective guidelines, see Runway Sign Classifier: Certify an Airbome Deep Leaming System (DO Qualification Kit).

This example consists of a project with four folders. The Data, Inplementation, and Learning folders each contain live scripts. To
run this example successfully, you must run the live scripts in this order.

1. Data Management
2. Data Traceability
3. Data Analysis

4. Data Reviews

5. Data Allocation

Help Center

R2023b — e

« Documentation Home:

This example uses:
) « Code Generation
Deep Learning Toolbox
« Agrospace
Computer Vision Toolbox
Image Processing Toolbox « DO Qualication Kt
Parallel Computing Toolbox

MATLAB Coder

« Get Started
GPU Coder Runway Sign Classifier: Certify an

Airborne Deep Learning System
Computer Vision Toolbox Model for

YOLO v4 Object Detection

Deep Learning Toolbox Model for
MobileNet-v2 Network

Deep Learning Toolbox Model
Quantization Library

Execute Activities by Using Live Scripts
in MATLAB

MATLAB Coder Interface for Deep
Learning

Requirements Toolbox

Deep Learning Toolbox Verification
Library

A ey . A o SBRIE ISP e o R o - - -

PO N i P ¥ ! Ul

DO Qualification Kit Example

Search Help

Documentation  Functions  Apps

Runway Sign Classifier: Certify an Airborne Deep Learning System

This example shows how to approach the certification of machine leamning (ML) systems that must comply with
aviation industry standards, such as DO-176C and ARP-4754. The example uses the custom ML workflow that
utilizes the MathWorks toolchain and includes the development and verification activities called out by DO-175C,
ARP4754A, and prospective EASA and FAA guidelines. The analysis of compliance to these documents is also
included in this example.

Execute Activities by Using Live Scripts in MATLAB

R2023b

Open Project

The example is comprised of a project that includes artifacts, requirements, data sets, tests, and pregenerated results that are relevant to the certification of an
airbome machine leaming system. When you open the example, the project automatically opens the Runway Sign Classifier: Certify an Airbome Deep Leaming
System live editor file (Index. mix). Use the executable hyperlinks in the script to perform the workflow activities. Observe that the example identifies MathWorks
product(s) that are required to perform an activity and generate results. To successfully execute the workflow activities, it is necessary to run the live scripts in the

order as outlined in Index.mix. This is important as the results generated flom each script are utilized in the subsequent activities.
To automate the execution of the activities, in the Live Editor tab, select Run. As the scripts run, MATLAB:
- Writes progress status, results, and errors o the live editor file.

- Generates results and saves them to the project. Use the Modified project view to identify files that are added to the project

Note that the project includes results. When a product is not available, use the hyperlinks in the live editor script to open the

P o dP s, . D e W S s

ns
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https://www.mathworks.com/help/qualkitdo/ug/certifying-airborne-ml-system.html
https://www.mathworks.com/help/deeplearning/ug/verify-an-airborne-deep-learning-system.html

Case Study

Runway Sign Classifier: Certify an Airborne Deep Learning System

(Sub)system
requirements
& design

Requirements
Requirements allocated to

allocated to _MI i
ALML non-ML items

constituent

Data
management

Learning
process
management

Model
training

Learning
process
verification

Traditional
SW/HW
item

Non-ML items
requirements
verification

Independent
data and
learning

verification

Inference model
verification &
integration

Model
implementation

Item
containing
ML model

MATLAB EXPPO

(Sub)system
requirements
verification

Al/ML
constituent
requirements
verification

21
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Define system requirements and allocate them to the Al constituent

(Sub)system
requirements
& design

Requirements
allocated to
Al/ML
constituent

REQUIREMENTS L 9
] r Save - Delete Delete - r
L&}_‘ (i | a % Ma Ea €?  Filter View ~ [ Columns = Q %} ﬁ
&, Import [£5| Promote Requirement & Clear . i , -
New Open &> Profile Editor Add Add Show (@& Refresh Information ~  Search | Traceability Traceability Model Testing =~ Expart
Requirement Set Requirement ~ [3= Demote Requirement | Link ~ 4 Preferences || Requirements | Links - Matrix Diagram Dashboard -
FILE PROFILE REQUIREMENTS LINKS VIEW EDIT ANALYSIS SHARE ry
(L) Properties
Ingex i0 Summary = Type: Informational -
¥ [fa RSC_SYS
ks - Index: 12
TE1 #1 Runway Sign Classifier System Requirements
E Custom ID: |#3
E 11 #2 Intreduction
System Description Summary: |System Description
vy E13 #4 System Functional Requirements Description | Rationale
E 131 #5 Signs Detection [Liberation Sans <0 -2 7z U W -

B 132 #36
B 133 #23
E 134 #25

v E 14 #27

E 141 #28

E 1.4.2 #20

E 1.4.3 #21

E 144 #30

E 145 #22

E 1486 #34

E 147 #35

W i e, A

Signs Classification

Detection latency

Detection precision

System Operational Domain Requirements
Airports

Light conditions

Distance

Weather conditions

Horizontal angle of view

Vertical angle of view

Sign rotation

RSC s a pilot assistance system intended for detection and classification of airport signs. RSC captures visual information using a forward-facing camera on the aircraft and uses a Deep Neural
Network (DNN) for detection and classification of airport signs. RSC helps to increase the awareness of the pilot towards the runway markers and assigned with design assurance level D.

n Sign
Preprocess . Yolo Bounding|_,,| Content >
a” scaling [\za,128 t Mg Mxﬁ' Box Crop Detector [~ o

Camera DNN =

22
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Define system requirements and allocate them to the Al constituent

(Sub)system
requirements
& design

Requirements
allocated to
Al/ML
constituent

Index

1’|§| 1

E
E
E

El
| @ctem I <. o 14

E

T T R T T T R T

\

ad I RSC_SYS

E 11
E 1.2
¥ E 1.3

131
1.3.2
133
1.3.4

1.4.1
1.4.2
1.4.3
1.4.4
1.4.5
1.4.6
1.4.7

#1
#2
#3
#4
#5
#36
#23
#25
#27
#28
#20
#21
#30
#22
#34
#35
437

Summary

Runway Sign Classifier System Reguirements
Introduction
System Description

System Functional Requirements

Signs Detection
Signs Classification >

Detection latency

MU Component

Detection precision

System Operational Domain Requirements .
Airports

Light conditions

Distance

Weather conditions g

Data ]

Horizontal angle of view

Vertical angle of view

Sign rotation )

Justifications

WH."‘ N N Y T
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Requirements Toolbox allows you link system

reguirements

(Sub)system
requirements
& design

Requirements
allocated to
Al/ML
constituent

[akiope
s
ncate

MATLAB EXPPO

requirements to data

® Properties
Index ID Summary |~ Type: |W
~ [ Rsc_svs Index: 1.4.4
vE1 #1 Runway Sign Classifier System Requirements
) Custom ID: |#30
E 11 #2 Introduction
B 12 %3 System Description Summary: |Weather conditions
> E 13 #4 System Functional Requirements Description ‘ Rationale
B 131 #5 Signs Detection Liberation Sans . "10 . | B URN
8132 #36 Signs Classification The RSC shall operate in all expected weather conditions when it is possible to see and identify signs
B 133 #23 Detection latency within the operational distance range.
B 134 #25 Detection precision
v E 14 #27 System Operational Domain Requirements
E 141 #28 Airports
B 142 #20 Light conditions
B 143 #21 Distance
- Weather conditions p— pp—
E 145 #22 Horizontal angle of view g - reduction
B 146 #34 Vertical angle of view Keywords: s & 12 e DN requirements
E 147 #35 Sign rotation > @2 #42 Justifications
r @2 #37 Justifications ¥ Revision information: ~ [&] res_paTa
» |h| RSC_CMP ~ Links v E1 #1 RSC DNN Data Requirements
~ [% RCS_DATA B 11 #2 Intreduction
-g1 #1 RSC DNN Data Requirements Bl da Implemented by: v E L2 #4 ML Data Requirements
B 11 #2 Introduction € EOG weather condition g = P
- E snOW weather condition B 122 KEOS KBOS airport
v E12 #4 ML Data Requirements g - g 123 P KSAN airport
B 121 KSFO KSFO airport Mqﬁ 124 FAIR FAIR weather condition
E 122 KBOS KBOS airport E < Verified by: B 125 RaW RAIN weather condition
8123 |KSAN KSAN airport £l 739072.857.1 in daaTesting B las mow B
124 FAR FAIR weather condition G B 127 |FoG FOG vieather condition
B 128 MRNG MORNING time of the day
Bl 123 DUSK DUSK time of the day
B 1210 AFTN AFTERNOON time of the day
B L1211 DAWN DAWN time of the day
B 1212 DIST Sign distance
El 1213 ROT Sign rotation
B 1214 AGL Elevation above ground level
B 1215 SIDE Lateral offset
> @2 #28 Justifications

¥ Properties
Type: Functional
Index: 124

Custom ID:  FAIR

Summary:  FAIR weather condition

Description
[y | Aial

The dataset shall include the images captured in FAIR weather condition

Rationale

Keywords:

} Revision information:
¥ Links

B ¢ Implemented by:
@ Dataset implementation
5 = Implements:
El Weather conditions
B & Verified by:
121 739072857 1 in dataTesting.m @
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Map data requirements to your MATLAB data and review data In
Image Labeler App

Data Requirement ID Datastore Datastore Size Datastore Link
{'KSF0'} {1x1 matlab.io.datastore.ImageDatastore} 72 {["Open Datastore"]}
{'KBOS'} {1x1 matlab.io.datastore.ImageDatastore} 108 {["Open Datastore"]}
{'KSAN '} {1x1 matlab.io.datastore.ImageDatastore?} 24 {["Open Datastore"]}
|{'FAIR'} {1x1 matlab.io.datastore.EmageDatastDre} 114 {["Open Datastore"]}
{'RAIN'} {1x1 matlab.ilo.datastore.ImageDatastore} 54 {["Open Dafastore"]}
{'SNOW"'} {1x1 matlab.io.datastore.ImageDatastore} 24 {["Open Dafastore"]}
{'FOG' } {1x1 matlab.io.datastore.ImageDatastore} 48 {["Open Dafastore"]}
{'MRNG"'} {1x1 matlab.io.datastore.ImageDatastore} 78 {["Open Dafastore"]}
Requirements {'DUSK'} {1x1 matlab.%o.datastore.ImageDatastore} 72 {["Open Dafastore"]}
allocated to non-ML item {'AFTN'} {1x1 matlab.;o.datastore.ImageDatastore} 36 {["Open Datastore"]}
Al/ML {'DAWN'} {1x1 matlab.io.datastore.ImageDatastore} 90 {["Open Dafastore"]}
constituent {'DIST'} {1x1 matlab.io.datastore.ImageDatastore} 276 {["Open Dafastore"]}
{'AGL' } {1x1 matlab.io.datastore.ImageDatastore} 276 {["Open Dafastore"]}
{'SIDE'} {1x1 matlab.io.datastore.ImageDatastore} 276 {["Open Dafastore"]}
{'ROT' } {0x0 double 1 0] {6x0 doub }

Data
management

Hyperlinks open the
datastores ready to view
In the Image Labeler App

for review

Image Labeler

25



Map data requirements to your MATLAB data and review data In

Image Labeler App

IMAGE LABELER

VISUALIZATION

oA New Project ~

" Open Project it Add
Save Project ¥ v | Label ~
FILE

I-_r.l}: I, Subial | *

LABEL DEFINITION

AUTOMATE LABELING

e

o571
20
tomate | Dashboard | @ Tutorials v

MONITOR RESOQURCES

* &Y Keyboard Shortcuts

Exp

~ ROI Label Definitions

To label an ROI, you must first define one
or more of the following label types:

- Rectangle label

- Rotated Rectangle label
- Point label

- Line label

- Polygon label

- Projected cuboid label

- Pixel label

Requirements
allocated to
Al/ML
constituent

non-ML item

~ Scene Label Definitions

To label a scene, you must first define a
scene label.

Data
management

Apply to Image

Remove from Image

:| KBOS110_SUMR_MRNG_FAIR_DIST10_SIDE0.74 AGL1.1

WICEOEA)

2L -APCH

EXPORT

Image Browser

Visual Summary

All Images - 114/114

View Labels, Sublabels and Attributes

Expand All Collapse Al

Il

Label/Sub-Label

M

MATLAB BXIPPO
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Compute data coverage per data requirement

Coverage by Data Requirement ID

300 T T T T T T T T T T
250 1
200 - .
Examine data coverage in
e ey | each of the operational
R:l%ﬂgigwdeg[s allocated to S conditions
Al/ML non-ML item
constituent . .
1007 1 Unfulfilled requirement on
Data sign rotation
management S0 7
0
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Review Data Correctness

IMAGE LABELER

o NewProject ~

5 Open Project ot

(&l saveProject ~
FILE

ON

& Ifb 1, Sublabel ~ I, Edit ~

Add Altribute ~ Delete ~
Label ~ ® B

Algorithm:

v

|2 Keyboard Shortcuts

~ ROI Label Definitions

LABEL DEFINITION

IMAGE LABELER

& New Project ~

% I, Sublabel ~ L Edit ~ LI E‘J

¥

= KBOS19_SUMR_MRNG_FAIR_DIST11_SIDE0.53_AGLLS

10

[ » informational
» mandatory 10

Incorrect bounding box position
from synthetic data generation

~ Scene Label Definitions

To label a scene, you must first define a scene label.

Apply to Image

Remove from Image

Visual Summary i

2w

D

View Labels, Sublabels and Attributes

Expand All Collapse All

~ ROI Label Definitions

=/ KBOS19_SUMR_MRNG_FAIR_DIST11_SIDE0.53 AGLLS

k@] » informational

10

» mandatory

10

Label/Sub-Label

~ Object Labels

informational

Manually corrected
bounding box position

~ Scene Label Definitions

To label a scene, you must first define a scene label

Apply to Image

Remove from Image

liree] {2 Keyboard Shoricuts
Select Algorithm ~ Open Project Select Algorithm
=] o Automate | Dashboard | @ Tutorials ~ Export (53 Open Proj Import | Add  [Z, Atrbute - Tl Delete ~ g L Automate | Dashboard | @ Tutorials ~ Export
- SaveProject ~  ~ | Label v -
AUTOMATE LABELING. MONITOR RESOURCES EXPORT x FILE LABEL DEFINITION AUTOMATE LABELING MONITOR RESOURCES EXPORT

MATLAB EXPPO

NETEYA)

Image Browser

[«

Visual Summary i

EEE:

View Labels, Sublabels and Attributes

Expand All Collapse All

Label/Sub-Label

~ Object Labels

informational

Data
management

Image Count

300

Bounding Boxes Check Results

250 -

200

150 +

100 -

Out of Tolerance

Within Tolerance

Dataset Percentage
Correctness = 99.6377%
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Data Augmentation :Vk

Color jitter augmentation in HSY space
"0 Boost accuracy by transforming data

D<_

42/ Add variety without extra samples

Examples:

Rotation
Data Flipping
management Translation

Noise injection

Random ccaling by 50 percent

v

|
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Increase productivity using Apps for design and analysis

OEDDOEONO0R UEDEE 900s B8 1) 1< f
FYivibetibit by SRR k

Machine Learning Apps Deep Network Designer Reinforcement Learning Designer ~ Reduced Order Modeler App
Train machine Learning Models Build, visualize, and edit Design, train, and simulate agents for Create and train data-driven ROM
deep learning networks existing environments of subsystems (including those

with high-fidelity 3" party tools)

Des’igu your AL model sm B 888

llllll

Track training progrece and

performance for different experiments

Experiment Manager
Run multiple experiments, analyze and
compare results. optimize vour Al model

30
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Manage, train and verify the learning process

Iterate faster with
Learning Learning prod UCt|V|ty apps

process process
management verification

cec 2 a8 m
...:,'-_. e '"-._ _ .
= == TR T i I
i S S — g
Model o = T

training

- i
i

i
I
|
|
i

T T
T

DT
P

@ Onm

o

e »
L T— =

Accelerate model training
with GPUs and the cloud
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Manage, train and verify the learning progess

Number of Anchors Against Mean loU
0.95 : :
MLA_04 Learning Management
Previous Chapter: Data Management
09
You must run all the scripts in the Data Management chapter before you can run the scripts that comprise this chapter. 1
previous chapter. You must also run the scripts in this chapter in this order:
1. Learning Management 0.85 -
2. Estimate Anchor Boxes ’
3. YOLO v2 Train )
4. YOLO v3 Train o
5. YOLO v4 Train S 08r
6. Model Evaluation [¢}]
=
Mod . : - 0.75r
odel Family Selection and Training
Based on the requirements for the RSC DNN component, use the YOLO family of fast an Ct detection DNNs for
networks, see Object Detection.
) . . 07r
Anchor boxes are important parameters in deep learning obje ors such as Faster R-CNN and YOLO. You can e
scale, and number of anchor boxes impact the efficj the training and ultimately the accuracy of the detectors. Thil
boxes hyperparameter:
0.65 ! !
Estimate Anchor Boxes
0 5 10 15
These Live Scripts show how to train YOLO v2, v3, and v4 networks for further evaluation in the context of runway sign Number of Anchors
Train YOLO v2 Network
9 0 —_ ] q = p
L ) Train YOLO v3 Network tra1n1ng0p1.:10nsR§C = tra1n1ng0pt10ns( adam 0
€arning _ s & ExecutionEnvironment="auto",
Train YOLO v4 Network P
process InitiallLearnRate=0.001,
management To save time, load pretrained YOLO v2, v3, and v4 object MiniBatchSize:16, .
JWM MaxEpochs=40, ... gt i Mg

Shuffle="every-epoch",
LearnRateDropFactor=e.1,
LearnRateDropPeriod=10,
LearnRateSchedule="piecewise",
BatchNormalizationStatistics="moving", ...
ResetInputNormalization=false,
VerboseFrequency=30,
ValidationData=validationDatastore,
Plots="training-progress"); 32
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Manage, train and verify the learning process

Different ways to train
DL networks in MATLAB

Using Custom Training
loop

Using high level APIs

trainnet . o
trainYOLOv30bjectDetector Write your own training loop
trainYOLOv40bjectDetector e

[lossPlotter,learningRatePlotter] = configureTrainingProgressPlotter(fig);
iteration = 8;
eoe for epoch = 1:MaxEpochs

1 raset(mbgqTrain);
Learnl ng % Shuffle the training data at every epoch.

process shuffle(mbqTrain);
ini while(hasdata(mbqTrain})
r‘nanager‘nent doTraining = 5 iteration = iteration + 1;

if doTraining

yolovabDetector = trainyOLOv4ObjectDetector(trainingbatastore,yolovaDetector,training0optionsRsc); [XTrain,¥Train] = next(mbgTrain);
fileMame = fullfile(matlab.project.rootProject().RootFolder,"Learning”,"yclovdDetectorRSC");
save(fileName, "yolovaDetector”); % Evaluate the model gradients and loss.

end [gradients,state,lossInfo] = dlfeval(@modelGradients,yolov3Detector,XTrain,YTrain,PenaltyThreshold);

MOde' B T L L T % Apply L2 regularization.
tra|n|ng Training a YOLO v4 Object Detector for the following object classes: gradients = dlupdate(@(g,w) g + L2Regularization*w,gradients,yolov3Detector.Learnables);
* informational % Determine the current learning rate value.
* mandatory currentlR = piecewiselearningRateWithWarmup(iteration,epoch,InitiallearnRate,WarmupPeriod,MaxEpochs);

% Update the detector learnable parameters using the SGDM optimizer.

Epoch Iteration TimeElapsed LearnRate Trainingloss ValidationLoss . . .
[yolov3Detector.Learnables,Velocity] = sgdmupdate(yolov3Detector.Learnables,gradients,Velocity,currentLR);
1 1 00:80:02 ©9.081 87.253 98.96
3 20 00:00:28 0.001 5.1062 % Update the state parameters of the network.
Sl
el 4 5@ 00:00:40 0.e01 3.1646 3.175 yolov3Detector.State = state;

A % Display the training progress.
displaylLossInfo(epoch,iteration, currentlR,lossInfo);

% Update the training plot with new points.
updatePlots(lossPlotter, learningRatePlotter,iteration, currentlR, lossInfo.totalloss);

end
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Mana

Learning
process
management

Model
training

MATLAB EXPPO

Detector training complete

L] L] -
Epoch : 1 | Iteration : 1 | Learning Rate : le-11 | Total Loss : 265.3368
Epoch : 1 | Iteration : 2 | Learning Rate : 1.6e-10 | Total Loss : 262.887
’ Epoch : 1 | Iteration : 3 | Learning Rate : 8.1e-10 | Total Loss : 267.274
——— Epoch 1 | Iteration 4 | Learning Rate 2.56e-89 | Total Loss 266.39
Epoch 1 | Iteration 5 | Learning Rate 6.25e-89 | Total Loss : 269.51
Epoch : 1 | Iteration : 6 | Learning Rate : 1.296e-88 | Total Loss : 269.1
. - - " Epoch : 1 | Iteration : 7 | Learning Rate : 2.40le-88 | Total Loss : 269.1
Training a YOLO v4 Object Detactor for the following object classes: Epoch 1 | Iteration 8 | Learning Rate : 4.096e-88 | Total Loss : 268.2
+ informational Epoch : 1 | Iteration : 9 | Learning Rate : 6.561e-88 | Total Loss : 265.§
* mandatory Epoch : 1 | Iteration : 18 | Learning Rate : 1e-87 | Total Loss : 265.6583
Epoch 1 | Iteration 11 | Learning Rate 1.4641e-07 | Total Loss
Epoch  Tteration  TimeElapsed  LearnRate  Trainingloss  Validationloss Epoch : 1 | Iteration : 12 | Learning Rate : 2.8736e-87 | Total Loss
5 ot T is Epoch : 2 | Iteration : 13 | Learning Rate : 2.8561e-87 | Total Loss
5 6.001 4.5749 Epoch 2 | Iteration 14 | Learning Rate 3.8416e-07 | Total Loss
; :-g:l Epoch : 2 | Iteration : 15 | Learning Rate : 5.8625e-87 | Total Loss
o et o 04026 Epoch : 2 | Iteration : 16 | Learning Rate : 6.5536e-87 | Total Loss
1 0.0001 Epoch : 2 | Iteration : 17 | Learning Rate : 8.3521e-67 | Total Loss
i oooor Fnoch : ? | Tteration : 18 | Learnina Rate : 1.8498e-86 | Total Loss
2 1e-05 .
24 1e-05 0.73513 <10°
4 MATLAS R203b 26 1:55 1 10
Rk 2 1805
30 le-85 08
5 =] (&) Compare <@ = F & Refacror v & b 33 1e-06 .
o e ;5,,"_, A o o % % 2 ) funand il P s 35 1e-06 8.72155
New Open Sove GoTo Code Control Task 7 8 & Ry tRunandAdance | g ge g0p a7 10-06 o6
v v v mbpotv v [ Bookmak v - v [EHehls section ERuntobnd a0 18-85 8.
navicare e cone _stcnon BN £
. frmgeszgrre o4
Detector training conplete. g
cearierearaneresiarescan . g
| Indecmis YOLOV2Trainmbe | YOLOV3Train.mbx + | 0.2
et 2 [ Iteration : 16 | Learning Rate : 6.5536e-07 | Total Loss : 373.0808 | Box Loss : 14.8546 | Object Loss : 356.5305 | Class Loss : 1.6958 -
2| Iteration : 17 | Learning Rate : 8.3521e-67 | Total Loss : 364.2722 | Box Loss : 9.7988 | Object Loss : 352.8846 | Class Loss : 1.5888 J o
21 Traration ¢ 18 | Ieacnine Rate : 1.0498-06 | Taral Incs + 361.A626 | Rox lnss + 9,3035 | Ohfact lass ¢ 350.3509 | Clacs loss ¢ 1.3901 0 50 100 150 200 250 300 350 400 450 500
1 «10? Iteration
$08 300
éoe |
2 \
“504 | @200
“02 | 3
0 { g
0 50 100 150 200 250 300 350 400 450 500 | # 100
Iteration |
400 i o
" |
200 == = - L L i 0 50 100 150 200 250 300 350 400 450 500
ﬁ e erran .
S 200 Training a YOLO vz Object Detector for the following object classes:
=
2 * informational
100 * mandatory
: Training on single GPU.
0 50 100 150 200 250 300 350 400 450 500 Initializing input data narmalization.
Iteration I I
> e | Epoch | Iteration | Time Elapsed | Mini-barch | validation | Mini-bateh | validation | Base Learning |
] X ~) I | (hh:mm:ss) | RMSE 1 RMSE 1 Loss | Loss. | |
I I
I 1] 1] 80:00:05 | 3.64 | 3.58 | 13.2496 | 12.8441 | a.0018 |
I 3| 30 | 06:60:32 | 1.08 | | 1.1504 | I 0.0616 |
Next Stage: Training YOLO v4 I 5| 58 | 86:88:53 | 0.83 | 8.75 | 5.6812 | 0.5700 | 8.0018 |
1 5| 60 | ea:e1:01 | .82 | | ©8.6652 | ] 9.0e18 |
I 8| 98 | 0:e1:30 | 0.63 | | 8.3965 | 1 0.0010 |
Retum o Leaming Managemest | al 108 1 aa:e1:40 | a.51 1 652 | 62583 | a.2691 | a.aeia |
e P e s a—
Helper Functions ooyl e
Model Gradients Function = =
1= Zoom: 125% ) script 4 . — ———
H e

an) Dumm
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Manage, train and verify the learning process

Learning
process
verification

yolov2Detector
Test Image Sample

. =8

yolov3Detector
Test Image Sample

0.99645

yolov4Detector
Test Image Sample

N 093552/

Precision
o o o
N o © -

o

Precision
o o o
N o (o] -

o

Precision
o o o
N o o] -

o

o
IS
T

o
IS
T

N
IS
T

yolov2Detector
Average Precision = 0.93772
Class = informational

0.2 0.4 0.6 0.8
Recall

o

yolov3Detector
Average Precision =1
Class = informational

0.2 0.4 0.6 0.8
Recall

o

yolov4Detector
Average Precision = 0.71214
Class = informational

T

0.2 0.4 0.6 0.8
Recall

o

Precision

Precision

Precision

yolov2Detector
Average Precision =1
Class = mandatory

1
0.8
0.6
0.4
0.2
0 ] ] ] ]
0 0.2 0.4 0.6 0.8
Recall
yolov3Detector
Average Precision =1
Class = mandatory
1
0.8
0.6
0.4
0.2
0 ] ] ] ]
0 0.2 0.4 0.6 0.8
Recall
yolov4Detector
Average Precision = 0.81498
Class = mandatory
1
0.8
0.6
0.4
0.2
0 ]
0 0.2 0.4 0.6 0.8

Recall

MATLAB BXIPPO

The ideal model
delivers precision 1 at
all recall levels.

YOLO V3 meets the
required average
precision per class of at
least 95%.
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Deploy to targets

m]: intel. arm
Any CPU OneDNN ARM Compute
No Library Library Library
Needed
o > [

%Ki Texas
NSTRUMENTS
Code
Generation
Inference model nVIDIA R2024a
veri ficati on & R Generic CUDA
Integration cuDNN Libraries code

Model

@ —

& Support for TensorFlow Lite

TensorFlow Lite

SILINK intel. M @ \,‘

implementation
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Deep Learning C/C++ Code Generation

Fagct and generally bect choice

Lys

Generic (library-free)

...... life.augmented

Any CPU
Inc. ARM Cortex-A/M

intel)

Intel CPUs

S

NVIDIA.

NVIDIA GPU

C/C++ Source Code

MATLAB
Coder,
Simulink
Coder

Addrece /fékary vercion micmateh iecuee

Generic (library-free)
CUDA Source Code

GPU Coder

Optimization Libraries:
J Cudnn

TensorRT

4\ MathWorks

Qualcomwn
}K u ANALOG

DEVICES

13 TEXAS

INSTRUMENTS
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Flexible library deployment for a given model

Ec

>> analyzeNetworkForCodegen(yolov3Detector.Network)

Inference model

verification & Supported
Integration
Model none "Yes"
implementation arm-compute Yes
mkldnn "Yes"
cudnn "Yes"
tensorrt "Yes"

38



How to optimized performance in hardware constrained

environment?

T

il

=0
N

Memory: 32GB
@ 10TFLOPs

Memory: 8GB
@ GFLOPs

[ &

Compression

Structural and Datatype
compression techniques
to reduce model size and
speed up inference

4\ MathWorks'
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Model Compression

Compression

JAWA 3

Structural Compression
A

4\ MathWorks'

Code
generation

Datatype Compression

A

Structural and Datatype [ \ / \
compression techniques | i
to reduce model size and ) . fF:R3 > R?
speed up inference before pruning after pruning FiR o B2 N cissio
s (1)
pruning __ n;(x)
synapses % L Py e
n” (x)
m——->
pruning
Inference model neurons =~ o

verification & T Y=t

Integration

Pruning ﬁ

Projection

Model
implementation

Removing unimportant
parts of networks

Project learnable
parameters into a lower
dimensional space

J

Conversion or parameters
to lower precision
datatypes (bfloat16, int8)

Quantization

—>
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Model Compression

Analyze network for Compression

—  Maximum poscible memory reduction
—  Pruning and projection cupport
- Ability to prune individual layere

- (ayer memory

Inference model
verification &
Integration

Model
implementation

4\ MathWorks'

>>deepNetworkDesigner(yolov3Detector.Network)

DESIGMER

I:ll:ll:' ﬁ% IE] @& Zoom In g

MNew Duplicate o Unlock Fit @ Zoom Out Auto Analyze | Analyze for || Export
Faste Al Layers | to View Arrange Compression -
{ETWORK BUILD MAVIGATE LAYOUT AMALYSIS EXPORT

Deep Network Designer ¥ A - 3 X%
DESIGNER
ar | B azomn | = g 4
New | Duplicate Unlack Fit @ ZoomOut| Auto | Analyze Analyzefor | Export
Pasi AllLayers | to View Arrange Compression |+
NETWORK BUILD NAVIGATE LAYOUT ANALYSIS EXPORT
< Designer | Compression Analysis x
Analysis for Network Compression 75 6.4M 245 MB
Analysis Date: 03-0ct-2024 03:46:27 layers  total parameters  mamory
Maximum Compression Minimum Network Size

Pruning Projection ‘Current Network| 245MB
o o,

96% 99.6% Pruning 10016 KB

Combine techniques for further compression projection| 78 K&

Layer Information Layer Parameter Memory

Name Type Pruning Projection Number of Learnables Number of State ‘
Learnables. Memory (MB) States Memory (KB)
Image Input 0 o o 0
2D Convolution Q ) 1792 0.0068 o 0
ReLU 0 o 0| 0
2-D Max Pooling 0 o o 0
2-D Convelution [} [) 1040 0.0040 0| i
RelU 0 o ] 0
2-0 Convelution 9 [) 1088 0.0042 0| i
RelU 0 o o 0
2-D Convalution Q Q 9280 0.0354 o 0
ReLU 0 ] [ 0
Depth concatenation 0 o o 0
2D Convelution [] [] 2084 0.0079 0| 0 2.0 Comvolution
@ Fully compressible () Partially compressible Blocked by network architecture () Not supported Bateh Nomalzation <
il
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Quantization, compression and code generation

4\ MathWorks'

4\ Deep Network Quantizer - O X
DEEF NETWORK QUANTIZER
EE:I Calibration Data Validation Data: @ @ W
New || trzin ngDatastore - Transform orate [testDatastore - TransformedD... ~ ] Hardware Settings Quantization Options Quantize and Validate | Export
FILE CALIBRATE VALIDATE EXPORT ry
yolov3Detector - Layer Graph i |% About Quaniization Calibration Statistics
- Dynamic Range of Calibrated Layers .
. Layer Name Min Value |Max Value |Quan 2 20 24 el 12 218 >0 24 e i
T
@ convi v data
T Activations 0.0000 1.0000
: relu_c... ~ convl
® pooll MActivations -3.1686 32244 E E E E
T - [
 fire2s. Weights -0.9187 0.8880 E
T Bias -0.0894 0.2442 [
» fireZ-re .
A * relu_convl
N ' ’ g g
Inference model ofiree N fre2e.. Activations 0.0000 32044 . : : .
— . 1! 1! -
Ve rl fl Catl 0 n & & fireZ-re. @ fired-re . pOOH - - .
| nteg ration N Activations 0.0000 3.2244 : : :
| v fire2-squeezelxl
T : .
& fire3-s.. Activations -5.8890 55764 : : :
T Weights -1.3799 1.2649 1
A fired-re... g h
' Validation Summa
MOde' o' fire3-e_® fired-2_. o
. 5 Y T . :
implementation e e, p fred ... 4 Validation Results
- =
valResults.Statistics valResults.MetricResults.Result
ans = 2x2 table = ans = 2x2 table
Networklmplementation LearnableParameterMemory(bytes) - e - BLEI:
; . 'Floating-Paint’ 1;1]
1 |'Floating-Point 25635668 !  Floating-Poin (1
; . 2 '‘Quantized" [1;,0.9667]
2 Quantized 6422036
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Quantization, compression and code generation

Inference model
verification &
Integration

Model
implementation

Generate int8 CUDA Code
After you train and evaluate the detector, you can generate CUDA code using GPU Coder software. For more details, see
Generate INT8 Code for Deep Learning Networks.

cfg = coder.gpuConfig("mex");
cfg.TargetLang = "C++";

Check the computing capability of the GPU.

gpuInfo = gpuDevice;
cc = gpulnfo.ComputeCapability;

Create a deep learning code generation configuration object.

cfg.DeepLearningConfig = coder.DeepLearningConfig("cudnn™);

Set DataType to "1nt8" and set the CalibrationResultFile property. int8 precision requires a CUDA GPU with a
minimum computing capability of 6.1, 6.3, or higher.

cfg.GpuConfig.ComputeCapability = cc;
cfg.DeepLearningConfig.DataType = "ints8";
cfg.DeepLearningConfig.CalibrationResultrFile = "dlquantobj.mat"”;

Generate CUDA code by using the codegen function. You can view the resulting code generation report by clicking View
Report under the codegen function call after you run this section. The report opens in the Report Viewer window. If the
code generator detects errors or warnings during code generation, the report describes the issues and provides links to the
prablematic MATLAB code. For more information, see Code Generation Reports.

inputSize = [128 128 3];
X = ones(inputSize,"uints8");
codegen -config cfg coderDetect -args {X} -o gpuDetect -d gpucodegen -report

Code generation successful: View report

4\ MathWorks'
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Integrate your Al model with Simulink

MODELING FORMAT

[4] Video Viewer

File Tools View Simulation Help N
S Open ~ i Stop Time | tEnd PN - | Cy | & &
@ | B & o 0= N @ =B ; EICEICLX]+
Project | New ' °° Library Signal i 3 Patse . Stop Data Logic Bird's-Eye  Simulation (OR FORB=C ]
& > @ Print v Biiies e Table 5 Inspector  Analyzer Scope Manager R
PROJECT FILE LIBRARY PREPARE SIMULATE REVIEW RESULTS
g SL_harness
& [%a]SL_harness »

OEE I BS|e

’ Running

RGB:128x128 |Magnification: 262%  T=15.000

Inference model

verification & ,
Integration I ’_ I Bboxes > »>
@ ¢ P Image —
Model

I Labels >
implementation

Visualization
Data Acquisition Deep Learning Object Detector Annotation
(@
.5
»
Running: pacing active 274% T=15.000 ! 27% FixedStepDiscrete
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Requirements Verification through testing

Ectablich Traceability between Requirements, Decign, and Tecte

L

Requirement Design Test > @2 £37 Justifications

v [ rsc_ow G s
This section provides requirements for the RSC DNN component.
v RS D Companent Reremers ———

B 11 #2 Introduction

ST epe— e —
— — e - —— -

122 #23 DNN operation [ |

125 #25 DNN precision O e
> @2 #42 Justifications

Al/ML v E1 #1 RSC DNN Data Requirements O

[  Arial

&

]

erification constituent B 11 £ Introduction
requirements v @12 # ML Data Requirements
verification E121 Ko KSFO airport
B 122 KBOS KBOS airport
g 123 KSAN KSAN airport
I nde pe nde nt E 124 FAIR FAIR weather condition
data a nd E 125 RAIN RAIN weather condition
|ea rn | ng = 1.26 SNOW SNOW weather condition
ve r|flcat|0 n = 127 FOG FOG weather condition
g 128 MRNG MORNING time of the day
E 129 DUSK DUSK time of the day
E 1210  AFTN AFTERNOON time of the day [ | | Keywords:

121 DN Owtmeotthedsy O G || » -ondormaten
~ Links
1.2.14 AGL Elevation above ground level _ Passed: 0, Justified: 0, Failed: 1, Unexecuted: 0, None: 0, Total: 1 |

Justifications

W W m

v

o
~N
4
-]

» Comments
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Agenda

s

Towards DAL C

4\ MathWorks
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DAL-C Certification requires a deeper understanding of your Al model

4 )
High-level software
(or system) <l
\L Requirements
Software \_ J
Architecture
Tests for High-Level
\L Requirements
4 N\ A
ML model(s)

Non-ML Source \ o
Code J,

4 N\

ML Source
Code <

COTS Object b g
Code \”
Integrated
Object Code

DAL C
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Verification and Validation for Deep Neural Networks

Uce Formal lferification Methode to Ensure Robuctnece

Deep Learning Toolbox Verification Library
by MathWorks Deep Learning Toolbox Team
Verify and test robustness of deep learning networks

https://www.mathworks.com/help/deeplearning/verification.html

Learning
process
verification

Provide Safety Guardraile for Handling Unceen Data

4\ MathWorks'

48


https://www.mathworks.com/matlabcentral/fileexchange/118735-deep-learning-toolbox-verification-library
https://www.mathworks.com/help/deeplearning/verification.html

| 4\ MathWorks'

Verify robustness of deep learning networks

Uce Formal lferification Methods to Encure Robuctnese

verified

— @) m— | NQIOVEN

violated

) oD M B & @4 ®0 @o Qo :
FO rm al Ab St ract lon « 4] tests MLComponent_Robustness

LE‘ arn | ng @ tests. MLComponent_Robustness/verifyModelRobustness(testFiles=01_...

' @ tests MLComponent_Robustness/verifyModelRobustness|testFiles=02__.
process

@ tests.MLComponent_Robustness/verifyModelRobustness(testFiles=03_...

verification )

@ tests.MLComponent_Robustness/verifyModelRobustness(testFiles=04_...

(for regression) (for classification)

estimateNetworkOutputBounds verifyNetworkRobustness
dlX = dlarray(X, 'BC');
XLower = dlX-perturbation;
XUpper = dlX+perturbation;
[YLower,YUpper] = estimateNetworkOutputBounds(trainedNetwork ,XLower,XUpper);

YLower = extractdata(YLower)';

YUpper = extractdata(YUpper)';

|maxDeviation = max([abs(YLower‘-Y_pr‘ed);abs(YUpper‘—Y_pr‘ed)]);| 49
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Handling unseen data

What if the Al model receives inputs that it has never seen before?

Can we detect and flag outputs from out-of-distribution (OOD) data?

Provide Safety Guardraile for Handling Unceen Data

Inputs

Al « g
Predictor@ » OUtPUt
Learnlng 1vuuLN Svutes ‘
process T T m S origini
verification W Wi Smeg) | [ Detector b

60

sol ] “OOD'”

40

30 1 |

20 1

101 1

. 50
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ldentify unknown examples to the model and reject or
transfer to a human for safe handling

In-disttibution

% Distribution Scores

[ 1Original
80 r [ With Smog | |
70 -

60 -
50 r
40
_ 30 B
Learning

process
verification
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Integrate your Al model with Simulink with a Runtime Monitoring
System

SL_harness_OOD - Simulink

File Tools View Simulation Help

[B[OR|aa@l

SIMULATION

5 3 Open ~ e Stop Time . z | @D ik
[ |ap = 4 ® P % @ TEIET
projece || new H Save ey Signal | ||[Normal |l s R s Data Logic Birds-fye  Simulation = b
< 5 it v || B Table e B 50 pnaa Inspector  Analyzer  Scope  Manager
PROJECT FILE LIBRARY PREPARE SIMULATE REVIEW RESULTS a
SL_harness_00D k =
-

@ |Pa]SL_hamess_00D »

Q Runtime Monitoring

& 00D Data Generation Node 1tp
VIOC P ut

=5

=]

& \

Dense | 5
O Smog Value < y Informational =1 _
& Trustworthy Untrustworthy

- [ Mandatoy JREISSSNEN |

Trustworthy Untrustworthy

Inference model
verification &
Integration

Run simulation to see results.

i
Model e L‘@: . I:‘l [

implementation
E_> m Deep Leaming Object Detector
Denza.Siog Visualization

Annotation
Data Acquisition
b Fube
{ B | j_.w Wrcarer
a: .
anis. > S
L E= ® 3
Runtime Monitor
»
Ready 119% FixedStepDiscrete Ready Magnification: 51500%
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Architectural Mitigation through dissimilar DAL D Components

-

DAL C
Component

DAL C System Architecture

|

Camera

pre- processmg

}

\_

DAL D Component

~

DAL C
Component

DAL D Component

1

Post-processing
& —>
comparison

J

System
Output
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How to Achieve Dissimilarity?

18068790 %
6L720184%5

92043682

08152470 Model Architecture

Qb4,/0319

Data

8
ol8810

Hardware

ML Framework

I* |

Common

Human _
Independence Mode Analysis
(ARP4761)
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Access Al models from other colleagues and the broader Al

community

Interoperate with
3rd party
framework

dg”

y,
‘ — T O PyTorch s
MATLAB _ TensorFlow ONNX
_
( ﬁ ~
‘ a 1F O PyTorch
MATLAB TensorFlow

importNetworkFromTensorFlow

importNetworkFromPyTorch
importNetworkFromONNX

7

Convert a
Deep Learning
TensorFlow /
PyTorch / ONNX
model

\

Coexecute a
TensorFlow or
PyTorch or any

Python model from
MATLAB

4\ MathWorks
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Perspectives: Three-pronged approach to explain, verify, and test

Al-driven systems

2o
S

"

9

— X

& —v

Al Verification Simulation & Testing
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' White Box Modell
_earning: Whole Network and Layer Blocks
R2024b

Y image @ ypred [y Y input @ output [y ) Convolution 2D > ) RelLU >

Convolution 2D Layer RelLU Layer

Deep

Image Classifier Predict

N MaxPooling2D [P D Softmax D>

3 ]
Yinput @ ypred [ Yinput @ output [y
Max Pooling 2D Layer Softmax
| I—

— ... and many others

Stateful Classify Stateful Predict
Whole Network Layers of Network
4

double [

double [3x1) double (3 double [} double [ double [§
Rescale-Symmetric 1D > LST™M b Dropout > LST™M > Dropout doudle )
3x1) [3x1) [128x1) [128x1) [64x1) (64x1]

sequenceinput . » .
sequenceinput_normalization Istm_1 ropout_1 Istm_2 dropout_2 - V’C uA/’ZAt/ on 01[ tAe hetwok 'é
- Eagy debugging
— L =y =

- Simulation: Continuouc and diccrete ctatee

—  C/C++ Code generation
= Simulink/Embedded Coder features for code cuctomization

lEj
i
i
t
{

& = | == and o,btim/zat/on
,WWI - AUTOSAR clascic and adaptive
e [ e
Sl - Traceability of generated code

i =D, -
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How to interpret System Requirements as Network

Constraints and enforce it in the learning process?
Requirements

Constrained deep learning is an advanced approach to train deep neural networks by 1 ac'c'ﬁife: '
Incorporating domain-specific constraints S
Control how small changes in inputs -«

affect the model’s outputs

Learning
process
management

Guarantee mononotic N\ |5 Ensure output stays within a
behaviour of the network KXJ / specific range of values = N
Model
Monotonic Robust Bounded training ’
|| | | ||

N

@ ﬂ ﬁ
L> OGitHub 22024
https://mathworks.com/matlabcentral/fileexchange/l
A 62651-ai-verification-constrained-deep-learning
Example of Requiremente:

1. Battery state-of-charge must increase in lime as the ballery charges

2 Steering angle change chould not exceed a predefined rate (degreec per cecond) during automated lane correction

3 The aircraft airspeed must ctay within operational limite to avoid ctructural damage [e.g., between minimum ctall speed and maximum cafe qbeed). 58


https://mathworks.com/matlabcentral/fileexchange/162651-ai-verification-constrained-deep-learning
https://mathworks.com/matlabcentral/fileexchange/162651-ai-verification-constrained-deep-learning
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Test Al-based systems with scenario-based testing

__________________________________________________________________________________________________________________

Plant Model

Dymamis st Cammuns

£
3 /e
mEEEEEEEE

Model-in-the-Loop
(MIL)

A S
- ——————————————

dwwk 4
I . —
S N
I
I
L] ] ®
S
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Key Takeaways

Need to incorporate Al in
production in safety-critical
situations; Certification
Standards are in progress

End-to-End Case Study to
certify a DAL D Runway Sign
Classifier Component

Some methods established,
others in research; DAL C can
be addressed today through
Architectural Mitigation

We’re here to help you navigate Al certification and
verification challenges. Let’s discuss your projects!

4\ MathWorks
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