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Key takeaways

Hardware-in-the Loop (HIL) testing and system-level 
simulation for high-fidelity models.Enable

Various ROM techniques in MATLAB to find the best method.Explore
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Common Challenges

High fidelity models, such as ones from 3rd party FEA tools, are too slow 

for system level simulation and HIL testing. 

Creating a ROM that produces desired results in terms of speed, 

accuracy, interpretability, etc. 
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Reduced Order Modeling

What

Why

▪ Techniques to reduce the computational 

complexity of a computer model

▪ Provide reduced, but acceptable fidelity

▪ Enable simulation of FEA models in Simulink

▪ Perform hardware-in-the-loop testing

▪ Develop virtual sensors, Digital twins

▪ Perform control design

▪ Enable desktop simulations for orders-of-

magnitude longer timescales

High-fidelity model

Reduced-Order Model (ROM)
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Reduced Order Modeling techniques

Reduced order 

model

Model-based

Linearization

AI-Based

Data-driven

How Inputs
Engine speed (RPM)

Ignition timing

Throttle position

Wastegate valve

Outputs
Engine Torque

AI model

throttle 

angle

speed

speed

throttle 

angle

focus today

FEA 

Software

Simulink

Simscape Multibody

Control System Toolbox
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Example overview
Replacing a first-principles engine model with an AI-based Reduced Order Model

Engine model

developed in 

third-party 

tools 

Inputs
Engine speed (RPM)

Ignition timing

Throttle position

Wastegate valve

Outputs
Engine Torque

AI model
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Generate synthetic data for training

Perform Design of Experiments (DoE) and generate 

synthetic data from Simulink model

Inputs
Engine speed (RPM)

Ignition timing

Throttle position

Wastegate valve

Output
Engine Torque

Vary model 
inputs

Run 
simulation

Log data

Data Preparation AI Modeling Simulation & Test Deployment
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AI techniques that are suited for modeling dynamic systems

AI-Based (Data-

Driven) ROM

LSTM

Nonlinear ARX 
models

Neural State Space / 
Neural ODE

etc.

Data Preparation AI Modeling Simulation & Test Deployment
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Create deep-learning based nonlinear state-space models 

without having to be a deep learning expert

Data Preparation AI Modeling Simulation & Test Deployment

State Network (f)

Output Network (g)

Neural state-space model
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Capture time dependencies in time-series data using LSTM

Data Preparation AI Modeling Simulation & Test Deployment

Deep Network Designer
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Include insights and knowledge of physics of your system using 

Nonlinear ARX Models

input output

Current input and past 
inputs and outputsoutput

Extend linear models and model nonlinear behavior 

using flexible nonlinear functions

Data Preparation AI Modeling Simulation & Test Deployment

Linear 

Regressors

SVM

Selected configuration
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Design and run experiments to train and compare your AI models 

with Experiment Manager

Data Preparation AI Modeling Simulation & Test Deployment
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Manage AI tradeoffs for your system

LSTM
Long Short-Term Memory 

Network

Neural SS
Neural State Space 

(Neural ODE)

NLARX SVM
Nonlinear ARX Support Vector 

Machine (SVM)

Training Speed

Inference Speed

Model Size

Accuracy (RMSE)

Results are specific to Vehicle Engine ROM example

Better Okay Worse

*     if trained using a GPU. Testing made with GPU NVIDIA A100

*
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System-level simulation

Data Preparation AI Modeling Simulation & Test Deployment

Integration of trained AI model into Simulink System-level simulation
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Hardware-in-the-loop simulation

I/O

Real-time computerTarget platform

Build & download models

Adjust parameters

Monitor signals

Code generation 

from controller

Code generation 

from ROM model

18

Data Preparation AI Modeling Simulation & Test Deployment
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Hardware-in-the-loop simulation

Data Preparation AI Modeling Simulation & Test Deployment

CPU

GPU

µC

FPGA

oneDNN 

Library

ARM Compute 

Library

Any CPU

No Library needed

Code Generation

(to generate library-free C code for deep learning networks)
Hardware-in-the-loop simulation
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ROM

C/C++

Source 

Code

Coder 

Products
Any CPU

MATLAB 

Compiler

Simulink 

Compiler 

Standalone 

application

Digital twin

ONNX

FMU

3P CEA 

tools

Development Operations

Simulink 

Compiler 

Deep 

Learning 

Toolbox

Simulink 

Real-Time
C Source 

Code

Speedgoat 

hardware

Use ROMs outside of Simulink, for development and operation 

stages 
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Renault Uses Deep Learning Networks to Estimate 

NOX Emissions

Challenge
Design, simulate, and improve aftertreatment 

systems to reduce oxides of nitrogen (NOX) 

emissions

Solution
Use MATLAB and Deep Learning Toolbox to model 

engine-out NOX emissions using a long short-term 

memory (LSTM) network

Results
▪ NOX emissions predicted with close to 90% 

accuracy

▪ LSTM network incorporated into after 

treatment simulation model

▪ Code generated directly from network for ECU 

deployment

“Even though we are not specialists in deep learning, using 

MATLAB and Deep Learning Toolbox we were able to create 

and train a network that predicts NOX emissions with almost 

90% accuracy.”

- Nicoleta-Alexandra Stroe, Renault

Measured NOX emissions from an actual engine and modeled 

NOX emissions from the LSTM network.

Link to article

https://www.mathworks.com/company/newsletters/articles/using-deep-learning-networks-to-estimate-nox-emissions.html
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Key takeaways

Hardware-in-the Loop (HIL) testing and system-level 
simulation for high-fidelity models.Enable

Various ROM techniques in MATLAB to find the best method.Explore
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